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Summary

This dissertation is concerned with software verification, in particular auto-
mated techniques to assess the correct functioning of object-based programs.
We focus on the dynamic aspects of these programs and consider model-checking
based verification techniques. The major obstacle to the design of model-
checking algorithms is the infinite state-space explosion caused by the dynamic
constructs supported by object-based languages. On the one hand, unbounded
allocation and deallocation (birth and death) of objects and threads give rise to
unbounded state spaces. On the other hand, the capability of objects to refer
to each other by pointers (references) yields a heap — where objects are allo-
cated — with a dynamic topological structure that evolves in an unpredictable
and intricate manner.

In order to tackle the aforementioned issues, in the first part of this thesis,
we define a temporal logic — based on linear temporal logic (LTL) — that is
aimed at specifying a wide range of properties of object-based systems. Sub-
sequently, we define and study two main subsets of the logic. The first is a
restriction to a core subset suitable to reason about allocation and deallocation
of objects. The second subset allows, in addition, reasoning about dynamic
pointers between objects. These temporal logics are interpreted on appropri-
ate (Biichi) automata-based models which provide finite-state abstractions of
infinite-state systems. These automata are employed for the definition of the
operational semantics of programming languages and constitute the basis for
our model-checking algorithms. For the case of allocation and deallocation
we achieved a sound and complete algorithm. For the more involved case of
dynamic references, we obtained a sound algorithm. However, the latter may
occasionally return false negatives.

Moreover, in this dissertation, we provide examples demonstrating how fi-
nite automata can be automatically extracted from a program. Finally, we
illustrate the usage of the developed theory and algorithms for the verification
of security properties for Mobile Ambients.






e una questione di qualita

o una formalita

non ricordo pitu bene una formalita
come decidere di radersi i capelli

di eliminare il caffe, le sigarette

di farla finita con qualcuno

o qualcosa, una formalita una formalita
0 una questione di qualita

[CCCP (former Ttalian punk band), 1985]
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1.1

Introduction

The challenges of model checking object-based soft-
ware

Software verification aims to prove that a given software artifact behaves ac-
cording to the original intentions of its designer. If we exclude some classical toy
examples such as “Hello world” or some very specific and well-studied routines
reported in every introductory book to programming, such as binary search
or sorting algorithms, it is well-known that every software product has bugs
and therefore misbehaves. This statement seems to be valid regardless from
the programming paradigm used. It was true at the time when assembly lan-
guages were employed, and it is still valid nowadays where the object-oriented
paradigm is manifestly dominating the world software development scene. The
object-oriented methodology has undoubtedly contributed with remarkable im-
provements in the software development process, but unfortunately it does not
represent the ultimate solution. Also object-oriented software is buggy. This is
of course not because of a weakness of the object-oriented methodology itself,
it is simply a natural consequence of the fact that humans make mistakes.
The work carried out in this thesis lies in this rather general context: wveri-
fication of object-oriented systems. Among the different methodologies studied
for software verification, we follow model checking [29], a formal technique which
has been shown very successful in other fields such as hardware verification.
The application of model checking technology consists of three major phases:
modelling, property specification, and verification. In the modelling phase, one
constructs a formal model of the system — either manually or automatically
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— containing all the relevant aspects of the software to be analysed. In the
property specification phase, one formulates the requirements that the system
must fulfil in some formalism. In the verification phase, one uses a tool, called
a model checker, to check whether indeed the system meets the desired require-
ments. The tool may detect an error, in which case a manual analysis of the
verification results must be carried out in order to single out what went wrong.

These three tasks, accomplished by the user, represent the front-end of the
complete model checking procedure. However, the design of model checking
technologies requires also a relevant effort confined to the back-end and hidden
from the final user inside the model checker. That phase consists of the design
of algorithms that represent the foundations for the implementation of the
model checker engine (underlying algorithms design phase)!.

Traditionally, model checking has been applied to mostly hardware and
communication protocols. The design and the application of model checking
for object-based software is usually more problematic than for hardware sys-
tems. This applies to each of the aforementioned phases. Let us try to quickly
illustrate the major difficulties involved.

Beyond classical model abstraction and towards model extraction.
Certainly, modelling is not an easy task. Making a formal model of a software
program can be as difficult (or even more difficult) as making the program itself.
There exists a gap between a software artifact and the reality that it tries to
implement, as well as between the software artifact and the verification model
used by the model checker. Therefore manual modelling can be as error-prone
as writing a program. Validating an erroneous model is both useless and time
consuming. Human modelling may, on the one hand, introduce errors in the
verification model that are not actually present in the software. Those would
cause false negatives. Normally they can be discovered, since they will appear
as counterexamples, and by a careful analysis it can be checked whether or not
they are real errors in the software. On the other hand, manual modelling can
hide some errors present in the program. This would produce false positives
that are rather difficult to debug [62]. Given the ever increasing complexity and
the excessive growth of the size of software, it is easy to imagine that manual
modelling for software does not scale up. Other techniques must be applied.
Like many state-of-the-art software model checkers are investigating nowa-
days, a reasonable strategy would be to automatically extract the verification
model from the source code by some process of compilation. This would have
the advantage of reducing the gap between the two artifacts (program and ver-
ification model) therefore diminishing the effort for the application of model
checking and, most importantly, eliminating the errors caused by the inconsis-
tency between the model and the program. Moreover, any change in the source

1This phase, which releases the final user from intricate technical details, has conferred
to model checking the adjective of “push-button” technology, which is most probably the
reason for its success even outside of the academic world.
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code would be directly reflected in the model without any need of manual up-
dating. Ultimately, this would correspond to specifying the verification model
directly by a programming language. This in turn would mean releasing the
user even from the modelling phase, which would be confined among the tasks
carried out by the designer of the model checker.

The major obstacle to the straightforward implementation of this promis-
ing strategy is an extreme degeneration of the usual fundamental problem of
model checking known as state-space explosion. For hardware systems the
manifestation of this phenomenon corresponds to the exponential combinato-
rial explosion of the number of states w.r.t. the number of modelled compo-
nents. For software the situation is even more frightening since the problem
becomes the infinite state-space explosion. This difference comes mainly from
the fact that object-based software artifacts are written in programming lan-
guages supporting dynamic constructs, such as unbounded dynamic allocation
and deallocation (birth and death) of objects and threads, unbounded recur-
sion, etc?. Aggressive abstraction must be applied at the (unfortunate) price
of having methodologies that may be not necessarily complete, i.e., possibly
providing false negatives.

Yet another typical dynamic aspect of object-based software (that also in-
duces infinite-state spaces) comes from the capability proper of objects to refer
to other allocated objects by means of references (pointers). From state to
state, references between objects are added as well as deleted and modified.
This gives to the heap (where objects are allocated) the nature of a topological
structure which, along with the time, evolves in an unpredictable and intricate
manner. It has been well known for already thirty years that pointers are an
error-prone mechanism because of the wide range of difficult to control side
effects [60]. The advent of object-based languages has alleviated the problem
derived by explicit use of pointers, but only to a limited extent: objects can
still refer to each other. Therefore, it is easy to encounter unwanted myste-
rious behaviours of the program or even the more common run-time safety
violations such as dereferencing null or disposed pointers, whose detection is
beyond the scope of type systems. These issues must be addressed at run-time
where exceptions are possible throughout the execution of the program.

A motivating example. Consider the methods listed in Table 1.1 written in
some hypothetic Java-like object-based programming language. They manipu-
late linked lists. More precisely, erase (1) deletes the object list 1 in a reverse
order starting from its last node. The primitive del(x) deallocates the object
x. The method append(1,x) adds the object node x to the end of the list 1.
Finally, reverse (1) reverses the order of the elements in 1. This last method
is a rather standard example in the literature (see for example [94, 100]).

20ther (static) forms of infinity come from the use of data structures. This is true in
general even for software that is not strictly object-based. Techniques as abstract interpre-
tation [36] have been successfully applied in this direction. We will not be concerned with
these issues in this dissertation.
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Assume that RequestQueue is a FIFO queue implemented by a linked list
and used in some web-server that provides services to clients over the Inter-
net. The web-server has a thread, say t;, accepting client requests. Once it
receives a request, t1 creates a new call for it which is appended to the end of
RequestQueue to be processed later on. Essentially ¢; executes the following
code:

while (true) {
getRequest(client);
append (RequestQueue, new Call(client))

}

The statement new Call(client) creates a fresh object of the class Call. The
size of RequestQueue is not fixed since the number of requests is not known
in advance and can grow unboundedly, in which case the state space of this
simple example becomes infinite. Moreover, for the implementation of append
and delete in Table 1.1, there are no a priori bounds on the number of recursive
method calls. Assume also, that RequestQueue is shared by other threads of
the web-server fulfilling other tasks. The thread ¢, is a special thread, invoked
in some emergency circumstances, which acts as a kind of collector resetting the
list of requests by a call to erase (RequestQueue) and freeing the corresponding
memory. Moreover, although the web-server follows a FIFO policy, in special
cases, there can be a change that causes the processing of the current requests
in the queue in reverse order. The thread t3 implements this specific policy by
calling reverse (RequestQueue).

This rather naive implementation of the system suffers from the classical
concurrency problems derived by sharing RequestQueue. Interference is pos-
sible if the executions of the methods are not done in a mutually exclusive
way, causing the resulting queue to be what t1, t2 and t3 are not actually
expecting. For example, some of the client requests may not be deallocated
after calling erase (RequestQueue), which will eventually create problems of
memory leak. Again, memory leak can occur even in the case of some simulta-
neous invocations of append (if for example the web-server has more than one
thread collecting requests) causing the loss of some requests. Another possi-
ble side-effect can be that the execution of reverse will not actually reverse
the complete queue. Hence, several properties are relevant on such a system,
like: does there exist memory leak? or may some received requests not be
enqueued? or after the invocation of reverse, is the queue actually properly
reversed? etc. O

Most of the existing model checkers have been designed and applied to hard-
ware systems and communication protocols. They are therefore not tailored to
treating the dynamic aspects of object-based software in an adequate manner;
these model checkers have instead static and bounded input languages.

Dealing with the dynamics of object-based software involves both the inter-
nal representation of the model exploited by the tool (typically a kind of finite-
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void erase(LinkedList 1) {
if (l.nxt != null) { void reverse(LinkedList 1){
erase(l.nxt); del(1l); w=null;
} while (1 != nil) {
else return; t=w;
} w=1;
1=1.nxt;
void append(LinkedList 1, Call x){ w.nxt=t;
if (1.nxt !'= null) { }
append(1l.nxt,x) t=null;
} return;
else { l.nxt=x; } }
return;
}

Table 1.1: Example methods that manipulate lists.

state automaton) and the algorithms acting with this model®. Consequently,
concerning the modelling phase and the design of the underling algorithms,
there is certainly the need for new appropriate techniques with the ability to
meet these challenges.

Specification. Like modelling, also the specification of properties can be
rather hard and error prone. Unfortunately, there is not too much space left
for automation. Maybe some of the relevant properties referring to the dynam-
ics of object-based software can be encoded in some tricky way in standard
first-order temporal logics. Nevertheless, we advocate defining some high-level
specification languages, with object-based flavour, which may simplify this task
by allowing more targeted (and therefore more natural) specifications.

Counter-example analysis. Finally, another difficulty in model checking
is the interpretation of the error trace given by the model checker. In the
case of software this can be very long, therefore making the counterexample
verification a tedious (and again error-prone) job. Furthermore, the existing
gap between the source code and the verification model is also present at the
moment of the interpretation of the error trace. The correspondence is not
straightforward especially if the model results from a non-trivial process of
abstraction. Techniques for mapping an error trace back to the source code
level have been developed [28, 32].

3Some existing model checkers for object-based systems rely on engines designed for static
state-spaces. Therefore, the dynamic aspects introduced above are encoded in order to fit
the limitation of the back-end engine. However, this approach seems to scale only up to a
limited extent.
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1.2

Contributions

This thesis provides a contribution on three sides: property specification, model
abstraction and extraction, and verification algorithms.

On the specification side, we define a temporal logic that is aimed at spec-
ifying properties of object-based systems. The logic is called BOTL (Object-
Based Temporal Logic), and its object-based ingredients are largely inspired
by the Object Constraint Language (OCL) [110], a part of the UML [98] which
is nowadays considered the standard for modelling object-oriented systems.
BOTL is equipped with a well-defined formal semantics. In this thesis, a trans-
lation from OCL into BOTL is defined, thus providing a formal semantics of
a significant subset of OCL. This sets the foundation for the development of
model checking tools that use OCL as specification language. Moreover, this
approach addresses a few ambiguities in OCL that have been reported in the
literature [53].

We define and study two main subsets of BOTL. The first, called .A¢/o-
cational Temporal Logic (ACLTL), restricts BOTL to a core subset that is
amenable to capture — as primitive notions — two fundamental concepts in
object-based systems: the birth and death of objects. The second subset, called
MNallTL, possesses primitives addressing dynamic references (pointers) between
objects. With some abuse of mathematical notation we can express the relation
between BOTL, ATL, and MallTL as follows:

ALTL C Naf¢TL C BOTL.

Hence, Aal¢TL is both a subset of BOTL as well as an extension of A¢/TL.

Concerning modelling and (model) abstraction, this thesis contributes with
the definition of two formalisms. The first one is represented by a special
kind of automata, so-called High-level Allocational Biichi Automata (HABA).
They can be used for the interpretation of ATL as well as for finite-state
abstractions of certain kinds of infinite-state systems. Their main feature is
their potential to model systems where allocation and deallocation of entities
take place in a compact way. The second formalism is an enhancement of
HABA aimed at modelling systems concerned with— besides allocation and
deallocation — the representation of dynamic pointer structures. In order to
provide finite models of such systems, HABA with references exploit dedicated
kinds of abstractions.

Going from model abstraction towards model extraction, both HABA with
and without references are used to define the operational semantics of small
programming languages demonstrating, therefore, how finite models can be
automatically extracted from a program. This is exemplified by the definition
of a small programming language whose main features are the allocation and
deallocation of entities (of which there can be unboundedly many), as well as
a simplified form of navigation.

To illustrate the expressivity of our operational model (with references),
and its accompanying logic, we show as an application example, their use for
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1.3

the verification of security properties in the context of Mobile Ambients [19].
The latter is a popular formalism meant to model wide-area and mobile compu-
tations. We propose an analysis of mobile ambients exploiting the abstraction
capabilities of our operational model to define suitable representations of (am-
bient) processes. Additionally, we show how MalfTL can be used to express
security properties of such processes. The Mif¢TL model checking algorithm
(see below) can then be applied in order to check if the properties are not
satisfied by the processes.

The main contribution of the thesis is, however, on the verification side.
More precisely on the definition of algorithms for model checking. First, we
show that the model-checking problem for A¢¢TL is decidable on HABA (with-
out references). This is done by the definition of a tableau-based model checking
algorithm which, given an A¢(TL-formula and a HABA, automatically decides
whether or not the formula is satisfied in the model. Secondly, for the more
complex case of Mal¢TL, we define an adapted model checking algorithm that
verifies whether a A@llTL formula is not satisfiable in a given HABA with
references. The algorithm is semi-decidable and may return false negatives.

QOutline

This dissertation comprises the following parts.

Chapter 2 provides the theoretical background needed for the formal ma-
chinery developed in the rest of the thesis. From the formal side, it gives
an introduction to model-checking [29] and temporal logics [26, 91]. A
short overview on a formalism called History-Dependent automata [83]
concludes the formal background. The rest of the chapter is devoted to
the introduction of those notions related to object-based systems that are
mostly addressed in the successive chapters.

Chapter 3 presents the temporal logic BOTL and defines the translation from
OCL into BOTL that provides a formal semantics to a subset of OCL.

A preliminary version of this chapter has been published in [42].

Chapter 4 studies the notions of birth and death by restricting BOTL to
AUTL. The first version of HABA (without references) is introduced.
A small programming language for the allocation and deallocation of
objects is defined and its semantics in terms of HABA is given. Finally,
the model-checking problem for A¢¢TL is shown to be decidable.

An extended abstract of this chapter has been published in [45].

Chapter 5 studies the extension of A/TL to dynamic references. MalfTL is
defined and HABAs are enhanced with dynamic pointer structures. An-
other simple programming language with a simplified form of navigation
is introduced. Its semantics is given in terms of HABA with references.
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Finally, the chapter defines a (semi-decidable) model-checking algorithm
that verifies whether a A@f¢TL formula is not satisfiable in a given HABA.

Chapter 6 describes an application of the theories developed in previous chap-
ters to another domain. It illustrates how the developed operational
model (with references) can be used to model the dynamic behaviour
of Mobile Ambients and how the logic Mil¢TL can be used to specify
security properties.

Chapter 7 contains a summary of the main results and proposes some direc-
tions for further research.

Appendixes contain the proofs of the results given in Chapters 4, 5, and 6.

Related work: the jungle of software model checkers

The challenges discussed in Section 1.1 have been taken up by the scientific
community, and lately, the substantial increase of interest in software model-
checking has resulted in several different approaches, methodologies and tools.
In this section, we try to give an overview of the major approaches (in particular
those involving object-based/oriented systems) of which we are aware.

Each individual chapter contains a more detailed discussion of the related
work.

Bandera tool set. Bandera [32], developed at Kansas State University, is
a model checker for Java source code. The philosophy followed by Bandera is
reusing existing verification tools. Hence, Bandera allows for the automatic ex-
traction of a verification model analysable by a model checker, e.g., SPIN [61],
dSPIN [41] or SMV [80] directly for a Java program. An interesting feature
is that the output of the verification tool is mapped back to the level of the
source code (like a debugging tool). This makes it possible to interpret coun-
terexamples directly on the code. The extraction of the model from the source
code employs sophisticated techniques for abstraction such as slicing (i.e., the
removal of variables and data structures not related to the property to be
proved) and data abstraction (by abstract interpretation). The combination of
these techniques results in rather compact state spaces. For the specification
of properties, Bandera supports a high-level specification language based on
temporal patterns (see Section 3.6.1).

Java PathFinder. Another model checker for Java is Java PathFinder (JPF)
[58], developed at NASA Ames research centre. JPF relies on a special Java
virtual machine that is invoked by the model checking engine to interpret byte-
code generated by the Java compiler. The analysis is done at the byte code
level, thus permitting the verification of third party software where the source
code is not available. Moreover, any language translated into byte-code can
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be analysed. In order to reduce the state space, JPF exploits a combination
of techniques (4 la Bandera) such as: abstraction, static analysis, slicing, and
runtime analysis. JPF uses LTL (or CTL) as a property specification language,
and it has been employed in several case studies.

Slam project. The purpose of the Slam project [5] — currently being car-
ried out at Microsoft Research — is to check temporal safety properties of C
programs. Properties are encoded in a language called SLIC (Specification
Language for Interface Checking) and are mostly oriented to describe the exe-
cution behaviour of the program at the level of function calls and returns.
Given a program P and a specification .S, a preprocessing phase creates a
new program P’ that reaches an error state if and only if the original program
P does not conform to the specification S. The analysis itself is done on a
sound abstraction of P’ in terms of so-called boolean programs that are auto-
matically generated using predicate abstraction [54]. Boolean programs have
control-flow constructs typical of C, but only admit boolean variables. The
applied abstraction is sound but not complete. Thus false counterexamples
may be generated. Therefore, for every detected error state a careful process
of counterexample analysis must carried out. The corresponding SLAM toolkit
has been used to validate the behaviour of some Windows XP device drivers.

FeaVer. FeaVer [63], developed at Bell Labs, is a tool that can automatically
extract Promela? models from C programs. As for every other software ver-
ification tool, for the generation of the model out of the source code, FeaVer
makes use of abstraction techniques such as slicing. The resulting models can
then be verified by the model checker SPIN. FeaVer has been applied success-
fully in an industrial case study at Lucent Technologies. The objective of this
case study was the design of the call processing software for a new telephone
switching system.

3-valued logic A model checker, called 3VMC, for concurrent Java programs
aimed at the verification of safety properties was introduced in [112]. The main
applications concern: detection of interference between threads accessing the
same shared object; deadlock detection in concurrent programs; verification
that shared linked lists preserve some properties under concurrent manipula-
tion. The tool is able to handle an unbounded number of threads and objects,
and it is based on the 3-valued logic engine of TVLA [74]. The latter is a sys-
tem that, given the operational semantics of a program expressed in 3-valued
logic, automatically generates an abstract interpretation analysis algorithm.
The model checker 3VMC is sound but not complete since it may give spare
counterexamples.

4Promela is the input language of the SPIN model checker [61].
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BLAST. The tool BLAST (Berkeley Lazy Abstraction Software verification
Tool) [59] verifies properties of C programs starting from a coarse predicate
abstraction of the source code. The abstraction is automatically refined on-the-
fly until a bug in the program is detected or the correctness of the specification
is proved. Large C programs have been verified using BLAST, in particular
several Windows and Linux device drivers.



2.1

Preliminaries

This thesis is driven by two rather unrelated worlds: formal verification and
object-based systems. The present chapter is meant to set up the theoreti-
cal background framework needed for the formal machinery developed in later
chapters. We will start our overview with an introduction on the formal verifi-
cation technique called model-checking [29] that we have chosen to exploit and
the related specification languages, i.e., temporal logics. Moreover, we give a
quick introduction to History-Dependent automata, a formalism that has been
the source of inspiration for a number of ideas in this thesis. We will continue
our description by introducing some notion related to object-based systems
focusing on those particular concepts and problems we will try to tackle later
on.

Model checking and temporal logics

Model checking is a formal technique used for the verification of hardware and
software systems represented by finite models (e.g., automata) that in turn are
suitable abstractions of real systems. The model checking slogan is not at all
sophisticated but, in fact rather simple, and can be stated in two words: brute
force. The idea is to explore exhaustively all the possible states of the system
in order to verify whether a property may be satisfied or not. The strength
of model checking is that the exhaustive search is done mechanically by a tool
called the model checker. Nowadays, state of the art model checkers can handle
rather large state spaces: up to 10% — 10? states. In special cases suitable to
optimisations, in the literature have been reported experience of systems with

11
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10%° [27] and even 10%76 [105] states. The latter is a number far beyond the
estimated amount of atoms in the universe.

Although model checking has been used in the past especially for the verifi-
cation of hardware systems and/or designs as well as for protocol verification,
the interest of the research community is lately devoted also to model checking
techniques for software systems. In this thesis, we restrict ourselves to this last
case.

The tasks involved in the application of model checking can be summarised
as follows:

e Modelling. From the software system and/or design, a model expressed
in a formalism accepted by a model checker must be defined. The def-
inition can be done either manually or automatically by extracting the
model from the software itself, e.g., by some kind of compiler (cf. Sec-
tion 1.1). It is in any case necessary that the model presents all the
relevant aspects to be analysed.

e Properties specification. Since model checking allows to formally ver-
ify that a system (or a design) fulfils given properties, we need a language
to express them. Normally, the language used for the specification of re-
quirements is a temporal logic.

e Verification. This phase is done by the model checker. The human
activity is confined to the analysis of the verification results, e.g., coun-
terexamples. For software verification the counterexample may be very
lengthy making therefore the human interpretation a rather hard task
(cf. Section 1.1).

Because of the verification phase, model checking has been several time ad-
dressed in the literature as a push-button technology. However, applying model
checking as a whole to non-trivial systems may require considerable human
effort and skills especially during the first two phases (modelling and property
specification). Sound abstractions must be designed in order to have mean-
ingful verification results. General abstractions, suitable for a wide range of
problems are difficult to define.

This section is based on [29, 71, 79] and it is organised as follows. Sec-
tion 2.1.1 introduces two mathematical models used in model checking, namely
Kripke structures and Biichi automata. Sections 2.1.2 and 2.1.3 present two
very well studied temporal logics, i.e., LTL and CTL. Section 2.1.4 gives the
formal definition of model-checking, satisfiability and other related notions.
Then Sections 2.1.5 and 2.1.6 introduce two different approaches to model
checking. Finally Section 2.1.7 compares the two methods.

Kripke structures and Biichi automata

Kripke structure [72] and Biichi automata [16] are mathematical models used
extensively for the definition of the semantics of temporal logics.
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S1 52

{p, q}

{r}

53

Figure 2.1: Example of Kripke structure.

Throughout this section, let AP be a finite set of atomic propositions ranged
over by p, p’, p1, r, etc. As for propositional logic, atomic propositions are the
most basic statements expressible in temporal logic.

Definition 2.1.1 (Kripke structure). A Kripke structure is a tuple K =
(S, I,—, L) where:

e S is a countable set of states;
e | C S is a set of initial states;
e — C (5x09)is atransition relation satisfying Vs € S.(3s’ € S.(s,8') € =)

o L :S — 247 is an interpretation function on the set of state S, i.e., a
function that assigns a set of atomic propositions to each state.

In the following, we write s — s’ as a shorthand for (s, s’) € —. The transition
relation is total because of the condition imposed in the definition.

Definition 2.1.2 (Path). Let K = (S,I,—, L) be a Kripke structure. A path
in K is an infinite sequence of states sps152 - - - such that s; — s;41 for all ¢ > 0.

As a convention for a path n = sgs1s2--- we write n[i] to denote the
(i + 1)-th element and 7 for the suffix of 5 starting at state i + 1, that is
N" = $iSi+1Si+2 - - - . The set of paths starting at state s is defined by

Pathi(s) = {n € S¥ | n0] =s,Yi > 0: n[i] - nli + 1]} .

As a consequence of the condition imposed upon the transition relation of a
Kripke structure K, we have Pathx(s) # @ for any state s.

Example 2.1.3. An example of Kripke structure is depicted in Figure 2.1.
We have:

S {s1, 82, 83}

I = {s1}

— = {(s1,82), (52, 51), (51, 83), (52, 82), (83, 52), (83, 51)}
L = {(s1,9),(s2,{p,q}), (s3,{p})}.
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Definition 2.1.4 (Labelled Finite State Automaton). A labelled finite-
state automaton (LFSA), over finite words, is a tuple A = (X,5,—,I,F, L)
where

e Y is a finite alphabet;

e S is a finite set of states;

e C S x S is a transition relation;

e | C S is a set of initial states;

e 1 C S is a set of accept states;

e [:S — ¥ is a function labelling the states.

An equivalent and more widespread definition usually given, e.g., in com-
piler theory, labels transitions instead of states. Following [51, 71], here we
prefer this definition since it suits better with the theory developed later on.

As usual, for a finite alphabet X, let X* represent the set of all finite words
and X the set of all infinite words, both over X.

Definition 2.1.5. For a LFSA A= (%,S,—,I,F, L),

e a run p is a finite sequence of states p = sps1 - - - 55, such that so € I and
S;— Si+1 for 0 <@ < n. pis called accepting if s,, € F.

e w=aqpai---a, € X*is an accepted word if there exists an accepting run
p = 8081+ Sp such that L(s;) = a; for all 0 < i < n.

e the language accepted is the set £L(A) = {w € ¥* | w is accepted by A}.

LFSAs are often used to model the behaviour of terminating programs.
Since, concurrent systems not always are supposed to terminate, their be-
haviour is modelled by finite automata accepting infinite words, called Biichi
automata [16]. Biichi automata are defined as LFSA except for the definition
of runs, which must be infinite.

Definition 2.1.6. For a Biichi automaton B = (%, S,—, I, F, L),

e a run p is an infinite sequence of states p = sgs152--- such that so € I
and s; — s;+1 for i > 0. Let Inf(p) be the set of states occurring infinitely
often in p. Then p is called accepting if Inf(p) N F # @.

e w=aqagaias--- € X% is an accepted word if there exists an accepting run
p = S0s182 - -+ such that L(s;) = a; for all ¢ > 0.

e the language accepted is the set £L(B) = {w € X¢ | w is accepted by B}.

From this definition it follows that a run p is accepting if some accepting state
occurs infinitely often.
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There exist several kinds of Biichi automata that are obtained by changing
the notion of acceptance. An important one that we will use in the following, is
the notion of generalised Biichi automaton . In particular, a generalised Biichi
automaton has a set of sets of accept states of the form F' C 29 (where S is the
set of states). If F' = {Fp,...,F,}, a run of a generalised Biichi automaton is
accepting if

Inf(p) N F; # @ YO<i<n (2.1)

that is, for each set of accept states F;, there is some state occurring infinitely
often in p. It is interesting to note that the generalised acceptance condition
does not extend the set of languages accepted by Biichi automata.

Kripke structures versus Biichi automata. The two formal notion of
Kripke structure and Biichi automaton are closely related. In particular, a
Kripke structure directly corresponds to a Biichi automaton where all states
are accepting and the alphabet is the power set of the atomic proposition.
That is: let K = (S, I,—, L), then the corresponding Biichi automaton is B =
(24P S 1,8, L). Vice-versa, a Biichi automaton, can be seen as a Kripke
structure with a fairness condition determined by the set of accept states. In
particular, a generalised Biichi automaton is sometimes called in the literature
fair Kripke structure [29]. Hence, every notion introduced in this chapter for
Kripke structures can be restated in terms of Biichi automata'

More on Biichi automata. We now introduce some results on Biichi au-
tomata that will be useful in Section 2.1.5. Given a Biichi automaton B, there
exists an automaton B such that

L(B) = S\ L(B) (2.2)

i.e., Biichi automata are closed under negation. For the rather involved con-
struction of B, the reader is referred to [103]. Biichi automata are also closed
under intersection, that is given B; and Bs there exists the automaton 51 N B;
such that

£(81 N 62) = £(Bl) N £(82) (23)

The construction of the intersection (or product) automaton is a modification
of the definition of synchronous product of LEFSA. The difficulty is given by the
Biichi acceptance condition that must be satisfied. B1 N By can be constructed
as follows. Let By = (3, 51,—,I1, F1, L1) and By = (3, S2,—,, I, F, L) then
BiN By =(%,8,—,I,F, L) where:

o S = {(S,SI) c Sl X SQ | Ll(Sl) = LQ(SQ)} X {1,2}
° I:(Il XIQ)X{I})QS

1Being this chapter a overview on well established theories, when there will be the choice
between Kripke structures and Biichi automata we will try to follows what in the literature
is more widespread.
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2.1.2

o if 51—, s} and sy —, s5 then

(i) if s; € Fy then (s1,52,1)— (s),55,2)
(ii) if so € F» then (s1, $2,2) — (8}, 55,1)

(iii) otherwise (s1,82,1) — (s}, s5,7) fori =1,2
L] F:(Fl XSQ) X {1})ﬂS
o L(s,s',i) = L1i(s).

This construction was proposed in [23]. The automaton B; N Bz makes transi-
tions when B; and By perform steps on the same label. B; N Bs can be thought
as having two tapes: states with third component 1 form the first tape whereas
those with third component 2 form the second tape. The transition relation
ensures that in order to visit infinitely many times the accept states in F', the
accept states of both B; and Bs must be visited infinitely many times as well.
For the definition of F', it is enough to consider states in the tape 1 since by
the transition relation the By N By switches tape when visiting a state in F.
Therefore, in order to visit a state in F' again, the automaton must switch from
tape 2 to tape 1. But, because of the definition of the transition relation this
can happen only if the control of the automaton passes through an accept state
of Bs. Thus, a run of B N By traverses infinitely many times F' precisely when
both B; and B traverse infinitely many times their set of accept states F; and
F>. Note that setting F' = F; x F» would not work since it requires not only
that By and Bs visit accept states both infinitely often, but also that they do
it at the same time ruling out, hence, some good runs.

Linear Temporal Logic

In general there exists two main branches of temporal logics and their classifi-
cation is based on the way time is modelled: linear time or branching time. For
the interpretation of a formula, in the linear case every state may only have
one successor state. On the contrary, in the branching case every state may
have more than one.

The main representative of the first kind is Linear Temporal Logic (LTL)
introduced by Pnueli in 1977 [91].

Syntax of LTL. Let p € AP be an atomic proposition. The syntax of Linear
Temporal Logic is given by:

¢ = pldoVe[Xe|pUg.

Intuitively, the meaning of the formulae is as follows: in a state —¢ holds if ¢
does not hold; ¢1 V ¢2 holds if either ¢; holds or ¢, holds; X¢ holds in a state
if ¢ holds in the successive state. X is called next operator and represents the
first temporal operator we encounter. Finally, ¢1 U ¢ holds if ¢ eventually will
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hold for some state and — until that state — ¢ continuously holds. U is called
until operator. From this basic syntactic definition of LTL, it is customary to
define other connectives as syntactic sugar:

tt = pV-p

ff = -tt

PANY = —(mpV )

p=v¢ = ¢V

b=y = (9=V)A{W=9)

Fo = ttU¢ [eventually ¢]
Go = —F(=9) [globally ¢)

Most of these abbreviations are standard in propositional logic, the last two
are typical of LTL. Intuitively, F¢ means that either ¢ is true now or it will
become true in some state in the future. G¢ means that ¢ holds in the current
state and it holds in every state in the future.

Semantics of LTL. The term linear in LTL derives from the fact that for-
mulae are interpreted over sequences of states representing computation of a
system modelled by a Kripke structure K = (S, I,—, L). These sequences are
paths of K.

Let p € AP be an atomic proposition, n a path and ¢,y be LTL formulae.
The satisfaction relation = is given by:

nEp iff pe L(no])

nE-¢ iff not (nf=¢)

nE¢VYy iff either (nkE¢) or (nkE1v)

nEXe iff pllEo¢

nEeUy it i 0:97 YA NMO<E <)t ¢))

As for propositional logic, an atomic proposition p is true in a state n[0] if it
is among the interpretations given by L(n[0]). A negated formula —¢ is valid
in a state if ¢ is not valid in the same state. The disjunction ¢ V ¥ is valid
when at least one of ¢, or ¥ is valid in the same state. The next operator
is more interesting since it is proper of temporal logics. X¢ is satisfied by a
path 7 if the formula ¢ is valid in the path starting from the successor state of
n[0]. Finally, the until formula ¢ U4 is satisfied if 1) become valid on a path
starting at n[0] or starting from a state following n[0], say n[j] with j > 0 .
Furthermore, it is required that in every path starting with a state between
n[0] and the predecessor of 7[j], the formula ¢ is continuously valid.

2.1.3 Computation Tree Logic

For the sake of completeness, we give some notions of branching temporal logic.
Although in the remaining of the thesis we will focus on linear temporal logics,
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the present overview may help the reader to realise that several of the definition
introduced in the following chapters in a linear setting can be restated, and
therefore applied, in a branching temporal logic.

Computation Tree Logic (CTL), introduced by Clarke and Emerson in
1981 [26], is a temporal logic that has a branching notion of time (in contrast
with LTL), i.e, for every state there can be more that one possible successor
state. The underlying notion of semantics of a branching temporal logic is a
tree of states rather than a sequence. Like a sequence, a tree is obtained from a
Kripke structure by a process of “unfolding”. The outgoing transitions starting
from a state represent the possible next states, and CTL allows to reason about
all or some of the paths by a special quantifier over paths.

Syntax of CTL. As usual let AP be a set of atomic propositions ranged
over by p,q,r. The syntax of CTL is defined by the following grammar:

¢ u= pl-¢[oVe|EXe|E[pUG]|AlpUg.
The temporal operators have the following intuitive meaning;:
o EX¢ expresses that there is a next state in which the formula ¢ holds.

o E[¢U1)] expresses that there exists a path starting from the current state
along which 1 holds at a given state, and ¢ holds in every state before.

o A[pUy)] expresses that along every path starting from the current state,
1 holds at a given state and ¢ holds in every state before.

As usual, by combining these basic operators we can obtain other auxiliary
operators. The first two correspond to the case where the first formula is tt.

We have:
EFo E[ttU¢] [potentially ¢]

AF¢ ; AlttU @] [¢ is inevitable].

Finally, by negation we can define the (very useful) duals of the previous op-
erators:

AX¢p = —-EX-¢ [for all path next ¢
AGp = -EF-¢ [invariantly ¢
EGp = -AF-¢ [potentially always ¢].

Given a state s the previous connectives have the following intuitive meaning.
EF¢ is valid in s if and only if eventually ¢ holds along at least one of the
paths starting at s, whereas AF¢ is valid in s if and only if ¢ holds in all paths
starting at s. The formula EG¢ holds in s if there exists some path starting at
s where ¢ holds along every state of this path. Symmetrically, AG¢ holds in s
if and only if ¢ holds in every state of every path starting at s.
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Semantics of CTL. Also the semantics of CTL is based on the notion of
Kripke structure. Given a Kripke structure K = (S,I,—, L) and state s € S,
there exists a infinite computation tree rooted at s such that (s’,s”) is an arc
of the tree if and only if s’ — s” and s’ is reachable from s.

The semantics of CTL is defined by satisfaction relation |= between the
Kripke structure K, a state s and a formula ¢. We write K, s |= ¢ if and only
if ¢ holds in the state s of K. The structure K is usually omitted if it is clear
from the context.

Let p € AP be an atomic proposition, K = (S, I,—, L) be a Kripke struc-
ture, s € S, and ¢ a CTL formula. The satisfaction relation = is defined
by:

skEp iff peL(s)

s E ¢ iff not (sE &)

sE¢Vvy iff either (s=¢) or (sE1)

s = EX¢ iff 3n € Pathi(s): n[l] = ¢

SEEUY] I 3 € Pathe(s): (3520: nlj] A (0<k<j: nk] =)
s EApUY] iff Vn € Pathi(s): (3720: n[j] Ev A (VO<k<j: nlk] =9¢)).

The interpretation of atomic propositions, negation, disjunction is the same
as for LTL. EX¢ is true if there exists a path among those starting at s that
satisfies ¢ in the next state. The interpretation of A[¢ U] and E[¢ U] is the
same as ¢ Uvy in LTL, except that there is the existential and the universal
quantification on the paths starting at s. Namely, we require that the until
formula holds for at least one path in E[¢ U] and for every path in Al¢ U]

2.1.4 A few formal notions relating formulae and models

Given a Kripke structure K modelling the behaviour of a system and a formula ¢
expressed in some temporal logic, e.g., LTL or CTL, representing a specification
of the system, we have several notions relating K and ¢. We give the definition
for the case of LTL.

Definition 2.1.7. Let K = (S,—,I, L) be a Kripke structure and ¢ a LTL
formula:

KEo¢ iff Vsel:(Vne Pathi(s): nkE ¢)
When K = ¢ we say that K satisfies ¢.

The notion of satisfiability given by Definition 2.1.7 corresponds to the infor-
mal idea that an implementation satisfies a specification, that is: if no possible
computation of the system does violates the specification given by ¢. Defini-
tion 2.1.7 takes origin in logic from the well-known satisfiability problem (SAT)
defined in Table 2.1. For propositional LTL, (SAT) is decidable, but for other
logics it is not (e.g., first-order logic). Indeed this is a rather hard problem since
only ¢ is given whereas K must be somehow determined and/or constructed.
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2.1.5

Dual to the satisfiability problem is the wvalidity problem (VAL) again defined in
Table 2.1. To decide (VAL) for ¢, one can solve the the satisfiability problem
for —¢ since if a formula is valid then its negation is unsatisfiable.

The third problem defined in Table 2.1 is the model checking problem (MC).
In that case, the Kripke structure K is given and we must “only” verify that it
satisfies ¢. The model checking problem conforms more to the idea of software
verification, since it essentially tries to verify whether a model of an imple-
mentation (i.e., K) satisfies a specification (i.e., ¢). In contrast, an algorithm
showing (SAT) can be used as a feasibility test for a specification ¢: in fact,
if ¢ does not pass the test it cannot be implemented at all, therefore another
specification must be provided.

In this thesis, we deal with issues related to (MC). Hence, every time, we
consider the case where K is given. We can see K in two different ways [99]:

e as a post-design or pre-implementation model; in this case K is used
to verify the design of a system and it can help to define a candidate
implementation that is supposed to satisfy the specification ¢. This point
of view corresponds to the “classical” model checking approach.

e as post-implementation model; in this case K is used as a verification
model of an existing implementation and the aim is the debugging of the
implementation. This point of view corresponds to the “modern” model
checking approach (cf. Section 1.1 for related issues).

Along the lines of the two previous points of view, we refine the notion of
satisfiability and validity given above in order to be more related to the idea
of computations performed by K. In fact, because of the two universal quan-
tifications, Definition 2.1.7 has more the flavour of validity in terms of the
computations performed by K. The last two problems defined in Table 2.1 are
parametric (dependent) on K. The K-validity problem (K-VAL) corresponds
to (MC), although the quantification (and therefore the emphasis) is on the
computation rather than on the model K. The dual problem of (IC-VAL), is
the KC-satisfiability problem (KC-SAT). (C-SAT) asks if there exists (at least) one
computation in K satisfying ¢ whereas (KC-VAL) asks if every computation of K
satisfies ¢. Again the difference between (SAT), (VAL), (K-SAT) and (K-VAL) is
that the quantification in the former two is on the Kripke structure X whereas
in the latter two the quantification is over the computations of a given K.

Note that solving (}C-VAL) corresponds to solving (MC) and by solving (K-
SAT) for —¢ we automatically determine an answer for (KC-VAL).

Moreover, the corresponding notions of (I-VAL) and (IC-SAT) for Biichi
automata will be introduced in Chapters 4 and 5 for the special case of HABAs
which are the automata we are going to define and use there.

The automata theoretic approach to model checking

Automata, and in particular Biichi automata, can be used not only to describe
the behaviour of concurrent systems but also to formalise the specifications of
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(SAT) given a formula ¢, does there exist a Kripke structure K
such that K = ¢?

(VAL) given a formula ¢, is it K = ¢ for every Kripke structure K?
(MC) given a formula ¢ and a Kripke structure K, is it K = ¢?
(K-VAL) given a formula ¢, is it Vs € I : (Vn € Pathx(s) : n = ¢)?

(C-SAT) given a formula ¢, does there exists a s € I such that
there exists 1) € Pathi(s) such that n | ¢?

Table 2.1: Definition of satisfiability, validity and model checking problem.

the systems. The advantage of using specifications by automata is that both
the system and the specification are described with the same formalism.

Let Bgpec be a Biichi automaton describing the specification of a system.
Then its language L£(Bspec) is the set of allowed behaviours for the system. Let
Bsys be the Biichi automaton modelling the system. The system satisfies its
specification Bype. if

£(Boye) € L(Boyec). (2.4)

Stated in words, this set inclusion says that the set of behaviours of the system
are among those behaviours allowed by the specification. We can restate (2.4)
using the automaton Bspe. accepting the complement of the language £(Bspec)
(see Section 2.1.1) in the following way:

L(Bays) N L(Bope) = 2. (2.5)

If this intersection would not be empty, any infinite word contained would
represent a counterexample. From (2.5) we can derive in a straightforward
manner the model checking Algorithm 1 (reported in pseudo-code).

Algorithm 1 Automata theoretic procedure for model checking

1: procedure ModelCheckmg(BsPec, Bsys) do
2:  Construct the automaton Bgpec ;

3 Construct the automaton Bgys N Bapec ;

40 if L(Bgys N Bspec) = @ then

5 Output: “The system satisfies the specification”;
6: else
7

8

9:

return as a counterexample a word in L(Bsys N Bspec);
end if
end procedure ModelChecking

In many cases, the specification is not directly expressed in terms of au-
tomata but by a specification language such as LTL. There exists a method
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that automatically translates an LTL formula ¢ into an automaton, say By,
that accepts precisely the runs satisfying ¢ [51]. In this method, Bgpe. (of Al-
gorithm 1) is represented by By. It is interesting to note that when Bgpe. is
obtained by the translation of a LTL formula ¢, the construction of the com-
plemented automaton (cf. step 1) can be skipped by constructing directly the
automaton describing —¢, i.e., B-.

We have seen in Section 2.1.1 how the construction of the automaton By, N
Bspee can be done. The condition £(Bgys N Bspec) = & is not straightforward
and therefore deserves some further explanation.

Checking for emptiness. Since an accepting run p of a Biichi automaton
B=(%,S,—, 1, F, L) contains infinitely many occurrences of accept states and
S is finite then there must exist p’ and p” such that p = p’p”” and all the states
in p” appear infinitely many times. Hence, states in p” must be contained in a
strongly connected component (SCC), say S,. Furthermore, since p is a run,
it follows that:

(a) S, is reachable from an initial state;
(b) Sp// NF #o.

Conversely, to any SCC for which (a) and (b) holds, a corresponding accepting
run of B does exist. This suggests that in order to verify that the language is
not empty, we can check for the existence of a SCC reachable from an initial
state and containing at least an accepting state. Finding such a SCC boils
down to finding a cycle containing some accepting state. In fact, if there exists
a SCC then this must be contained in a cycle, conversely, if there exists a
cycle, it must correspond to a SCC. The implication of this observation is
that it is possible to represent a run of a Biichi automaton in a finite way.
This is particularly interesting for runs of Bsys N Bgpec, since they correspond
to computations in which the system does not satisfy the specification, i.e.,
counterexamples. Summarising, two steps must be done:

1. find the set Fleqcp of all accept states reachable from an initial state;
2. find a cycle containing some state s € Freqeh.

The construction of Fje.cp can be done in linear time by a depth-first search.
Step 2, which amounts to detecting cycles in a finite graph, can also be done
in linear time using Tarjan’s algorithm [107] for constructing SCCs in a graph.
The complete procedure for step 1 and 2 will have a time complexity of O(|.S|+
|—|). A slightly better solution is the Algorithm 2 known as nested depth-first
search and proposed in [35]. It detects reachable accept states and cycles
containing them at the same time. The advantage of this last solution is that
the search can be done on-the-fly. In particular, errors are detected while
traversing the state space and the procedure can be stopped as soon as the
first error is caught. The procedure NestedDFS can be explained as follows.
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Algorithm 2 Nested depth-first search
1. procedure NestedDFS(B) do

2:  for all se€ Ig do

3: DFS1(s);

4: end for

5. return [|;

6: end procedure NestedDFS
7

8: procedure DFS1(s) do

9:  Insert s in STK;;

10:  for all s’ such that s — s’ do
11: if s ¢ STK; then

12: DFS1(s);

13: end if

14: end for
15:  if s € Fp then
16: DFS2(s);

17:  end if
18: end procedure DFS1
19:

20: procedure DFS2(s) do
21:  Insert s in STKo;
22:  for all s’ such that s — s’ do

23: if s’ € STK; then

24: return counterexample;
25: else if ' ¢ STK2 then

26: DFS2(s');

27: end if

28: end for
29: end procedure DFS2

It calls for every initial state the procedure DFS1 that, in turn, traverses in
depth-first manner the graph, putting every visited state in the stack STK;
till it has to backtrack on an accept state. Then, DFS1 calls DFS2 which is in
charge of finding out if the current accept state s is contained in a cycle. Again,
DFS2 explores the state space in depth-first manner till it finds a successor of
the accept state, say s’, that has been already visited by DFSI1, ie., s €
STK;. If this is the case, a cycle has been found and the procedure terminates
successfully. The counterexample is given by the sequence of states in the stack
STK; up to s that constitutes the prefix of the SCC. Finally, the SCC itself is
constructed by taking the states in STKs that form a path from s to s’ and
closing the cycle with the states in STK; that form a path from s to s.
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2.1.6

The tableau approach to model checking

An alternative algorithm for model checking LTL is based on the construction
of a tableau graph. This method was introduced by Lichtenstein and Pnueli
in [77]. In general, the construction of the tableau graph depends on the
formula ¢ we want to model check and on the Kripke structure . The main
property of the tableau graph is the following:

a model for the formula ¢ can be extracted from it if and only if the
formula is satisfiable in K.

Moreover, another important property of the tableau is that it is a finite struc-
ture which embeds all possible models of the formula. We briefly summarise the
construction of the tableau graph for the formula ¢ and the Kripke structure
K.

The closure of ¢, denoted by CL(¢), is the set of formulae whose truth value
may influence the truth value of ¢ itself.

Definition 2.1.8. Let ¢ be an formula. The closure of ¢, CL(¢), is the smallest
set of formulae (identifying ——) with ) such that:

o, tt, ff € CL(¢);

o € CL(¢) iff ¥ € CL();

o if 1y V1hy € CL(}) then o1, 1py € CL();
o if Xy € CL(¢) then ¢ € CL(9);

o if =Xy € CL(¢) then X—p € CL(¢);

if 91 Utbg € CL(¢) then 11,12, X(¢1 Uths) € CL(9).

The tableau graph for K and ¢ denoted by G (¢) is given by a set of vertexes
A (¢) and a set of arcs — C Ax(p) x Ax(¢p). The vertexes of the tableau,
called atoms, are composed by states of K decorated with a maximal set of
consistent formulae compatible with the labelling of IC, i.e. the interpretation
function L.

Definition 2.1.9. Given a Kripke structure K = (S, I, —, L), and a formula
¢, an atom is a pair A = (s, D) with s € S and D C CL(¢) U AP such that:

o if pe AP, then p € D iff p € L(s);

o if ¥ € CL(¢), then ¢ € D iff ~p ¢ D;

o if 11 Vipg € CL(¢) then ty1 Vapo € D iff ¢; € D for i =1 or i = 2;
o if Xty € CL(¢), then =X¢ € D iff X~ € D;

o if iy Uy € OL((b), then 11 Utpo € D iff either ¢ € D, or both ¥; € D
and X(¢1 Uee) € D.
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We denote the first and the second components of an atom A = (s, D) by s4
and D 4, respectively.

To complete the construction of the graph G (¢), we must define arcs
between vertexes. Those take into account the semantics of the formulae con-
tained in the atoms and the transitions of the Kripke structure.

Definition 2.1.10. The tableau graph Gi(¢) for K and ¢ consists of vertexes
Ax(¢) and arcs — C Ax (@) x Ax(¢) determined by:

s — s and

VX € CL(¢), (Xih € D & 1€ D)

Hence the resulting graph will mimic the behaviour of X as long as the
formulae involving temporal operators are satisfied. For the definition of the
arcs, it is sufficient to require the consistency of the next operator X.

A path m of Gi(¢) is an infinite sequence of atoms 7 = AgA; A2+ in G
such that

5.0) = (D) & |

® 54, — Sa,,, for all i > 0;

i+1
o if 11 Uyhy € Dy, for some atom ¢ > 0, then there exists an atom A; with
7 >4 such that s € DAJ.

Thus a path? corresponds to a run of C and while ensuring the satisfaction of
until formulae. Let o = s4,54,54, - - -, the path 7 fulfils ¢ if

o ¢.

The presence of a formula in an atom A; belonging to a fulfilling path 7 is
related to the satisfaction of that formula in the model underling the path
from state i on, i.e., 7*. More precisely we have the following fact whose proof
is given in [77].

Proposition 2.1.11 (Lichtenstein and Pnueli [77]).
o m=ApgAiAy--- fulfils ¢ if and only if ¢ € D4, .
e ¢ is satisfiable if and only if there exists a path = fulfilling it.

By the previous proposition we can conclude that in order to check the
satisfiability of a formula ¢ in K it is sufficient to look for a fulfilling path in
the tableau G (¢). However, in a graph there may be infinitely many different
paths, therefore Proposition 2.1.11 still does not provide us with a computable
method.

A strongly connected subgraph (SCS) G’ C G (9) is called self-fulfilling if
for every A € G’ such that 11 U1y € A there exists B € G’ such that ¢» € Dp.
Let Inf(w) denote the set of atoms that appear infinitely often in the path .

2By some unfortunate coincidence, the term “path” is used for two different mathematical
objects, i.e., a sequence of states in a Kripke structure and a sequence of atoms in the tableau
graph. In the following we will specify which object we are referring to, unless it is clear from
the context.
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2.1.7

Proposition 2.1.12 (Lichtenstein and Pnueli [77]).
o If 7 is fulfilling then Inf(w) is a self-fulfilling SCS of G (o).

e for every self-fulfilling SCS G’ C Gx(¢) there exists a fulfilling path =
such that Inf(m) = G’.

An immediate consequence of this proposition is that ¢ is satisfiable if and
only if there exists an initial atom A in G (¢) such that ¢ € D4 and a self-
fulfilling SCS is reachable from A. Indeed this proposition can be used to define
a mechanical way to verify the satisfaction of the formula ¢ since there are only
a finite number of SCS in G (¢).

The algorithm presented in this section has a complexity linear in the size
of K and exponential in the size of ¢ (cf. [77]).

Automata theoretic versus tableau approach

After having summarised the automata theoretic approach in Section 2.1.5
and the tableau method in Section 2.1.6, it is natural to ask which method is
more suitable for our study. The argument in favour of the automata-theoretic
approach is essentially that it can be performed on-the-fly [51] meaning that it
is not necessary to construct the complete state space of the Biichi automaton
Bsys modelling the system. Instead, states of By, are generated only when
it is needed during the construction of the product automaton. This means
that it is not always necessary to construct the complete Bys since we can find
a counterexample before, and thus we can stop the procedure at that point.
As a direct consequence, the automata theoretic method may help to alleviate
the problem of state-space explosion. This occurs when in order to model the
system accurately, the automaton B,ys needs a number of states that is too large
(normally exponential in the number of components of the system) and exceeds
the computer memory. Currently this is the main problem of model checking.
In contrast, in order to apply the tableau method described in Section 2.1.6 we
need the complete Kripke structure modelling the system which (again) can be
rather large.

Of course, the automata-theoretic approach (for LTL) relies on the feasibil-
ity of the construction of the Biichi automaton corresponding to the negation
of the LTL formula we want to verify. However, if we change focus, and from
LTL we move to some other specification language, the situation may be dif-
ferent. And in fact, this is what happens, for example, with the logic A/TL
that we study in Chapter 4. For this logic, the construction of the automaton
for a given formula is most likely undecidable® due to the very dynamic na-
ture of its models. Being able to construct the automaton for every formula
of the logic corresponds to solve the satisfiability problem (SAT), although we
are mainly interested in the model checking problem (MC) (cf. Section 2.1.7).

3The study we have carried out in the past strongly suggest the undecidability of the
problem, although we do not have any proof of this conjecture.
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2.2

This consideration has led us to consider the tableau method. In that approach,
the only Kripke structure involved is the one corresponding to the behaviour
of system (that is given). Furthermore, this given Kripke structure guides us
in the construction of the tableau graph. Hence, in this sense, the method
appears to be more promising, since somehow, it overcomes the construction
of the automaton corresponding to the formula. In the subsequent chapters
we will use the tableau method and see that it can be effectively exploited to
develop model-checking algorithms for logics with a high degree of dynamism
such as AC/TL.

History-Dependent Automata

History-dependent formalisms are those whose actions performed in a partic-
ular state may depend on actions performed in previous states. A typical
history-dependent formalism is the w-calculus [82] where, for example, channel
names are created in some state and can be referred to in some other succes-
sive state. Other history-dependent formalisms are CCS with localities [11] and
Petri Nets. In general, the semantics of history-dependent formalisms is given
in terms of labelled transition systems. Ordinary automata, such as LFSA
given by Definition 2.1.4, present some limitations in dealing with such kinds
of calculi. Even very simple actions may produce infinite state spaces. This
is clearly problematic for the application of formal techniques such as model
checking which, as we have seen, mostly require the inspection of a finite-state
model. Montanari and Pistore introduced an extension of ordinary automata,
called History-dependent (HD) automata [83, 84, 90] that are meant to rep-
resent adequate models for history-dependent formalisms, overcoming there-
fore the limitations of LFSA. Notice that object-based systems have a clear
history-dependent behaviour since, for example, objects are created and can
be referenced to in the future. Therefore, the features of HD-automata can be
exploited to model the birth and death behaviour of objects.

We quickly introduce a (specialisation of the) definition of HD-automata
that differs slightly from the original definition of HD-automaton given in [84]
but easier fits towards our needs*. Let ¢ be a countable set of global names.

Definition 2.2.1. A HD-automaton A is a tuple (Q, N,—, qo) where:
e (Q is a (possibly infinite) set of states;

e N :(Q — 2" is a function that associates to each state ¢ € @ a finite set
Ny of names;

e - C Qx(M—=M) xQ, such that for ¢ —, ¢’, we have A\ : N, = Ny
injective;

4This is only done for the sake of simplicity in the presentation since the definitions of
our formalisms (cf. Chapters 4 and 5) resemble the one given here.
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Figure 2.2: A simple HD-automaton.

e ¢o € (Q is an initial state;

States of an HD-automaton are equipped with a set of local names that can
be created dynamically. The transitions are equipped by a partial injective
mapping A from names of the source state to names of the target state. Since
names do not have a global identity, a single state of an HD-automaton can
be seen as an abstraction of the set of all states that differ only by bijective
re-namings of names. The correspondence between the local names of two
successive states is ensured by the mapping A attached to the transitions.

The difference between Definition 2.2.1 and the original definition of HD-
automaton given in [84] is essentially that in the latter, not only states are
equipped with names but also transitions and labels (in the transitions). The
correspondence between names of the source state with the those of the target
state is split in two mappings (instead of one like in Definition 2.2.1): the first
mapping goes from the names of the source state to the names of the transitions
and second mapping from the name of the target state to the names of the
transition. We will not further consider the difference between Definition 2.2.1
and that given in [84].

Names appearing in a state (of an HD-automaton) are considered to be
currently in use, i.e., alive. The mapping attached to the transition is partial,
giving the possibility to distinguish three categories of names:

(i) names that are mapped from the source to the target state are preserved
in the transition;

(ii) names that appear in the source state but not in the target state are
deallocated;

(iii) names that appear only in the target state are created.

Example 2.2.2. A simple HD-automaton is shown in Figure 2.2. We have
Q = {s,s'}; the initial state (¢o in the definition) is s. Names are depicted
by small circles, therefore we have: N(s) = {a,b,c}, N(s') = {d,e, f,g}. The
mapping A is represented by dashed lines. By of A, b is deallocated when the
transition is fired, whereas the name a in s is renamed into ¢ in s’ and c is
renamed into f. It is important to stress the local nature of names, in fact if
we assume that a represents a name of an object, then the same object after
the transition is called g. Names d and e are new in s’. o
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2.3

The local nature of names in HD-automata is helpful because the states can be
identified up to renaming, i.e., the actual identity of names does not matter.
This is beneficial when it comes to give the semantics to history-dependent
formalisms such as the m-calculus. Without entering in the details (for which
we refer the interested reader to [84]), it is enough to mention that the se-
mantics of 7 is usually given in terms of standard labelled-transition systems.
Furthermore, in the m-calculus, an agent in every state uses a certain set of
names. Also, there exists an input action in which the agent receives a name
via a channel that is bound to a variable, say x. However, an input action
generates a infinite number of transitions because x can be bounded with any
possible name in 9 not used by the agent (and there are infinitely many of
such names). Thus, even a really simple agent (with only an input action)
may generate an infinite transition system. The important point there is that
it does not matter which name is bound to x, every choice is equivalent, but
this fact is not exploited in a standard transition systems semantics. With
local names instead, since we can identify states up to renaming of names, the
infinite branching transitions can be collapsed into a single one by, for exam-
ple, choosing a representative name to bind to x. Another advantage is that
it is possible to obtain a minimal automaton up to bisimulation. Finally, it is
interesting to note that a large class of finitary m-calculus agents® correspond
to finite-state HD-automata that in turn can be translated into finite ordinary
automata, in such a way that bisimilar HD-automata correspond to bisimi-
lar ordinary automata. Dealing with the latter is convenient since standard
algorithms may be applied.

In Section 2.3.2, we will see that object-based systems are highly dynamic
also because of the allocation and deallocation of objects. Here we have learnt
that HD-automata are a formalism suited to model (in a compact way) the
allocation and deallocation of names. In studying models oriented towards the
verification of dynamic properties of object-based systems it therefore becomes
natural to look at HD-automata as a starting point. Indeed, in Chapter 4
and 5 we will define two classes of Biichi automata — very much inspired by
HD-automata — that also exploit the advantage of having local names and
remapping in order to obtain more compact models.

Object-based systems

In this thesis, we confine ourselves to object-based systems, i.e., object-oriented
systems in which inheritance and sub-typing are not considered °. Object-based
systems are composed by objects that run concurrently and communicate with

5For the reader familiar with the m-calculus, finitary agents are those where parallel com-
position does not occur in the bodies of their recursive definitions.

6n other classifications (e.g. [1]), object-based languages do not have classes in contrast
to class-based languages. We will not use this classification.
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each other. Objects are dynamic, can be created in arbitrary number and can
be deallocated during the computation.

Objects. At the conceptual level, an object can be seen as an entity that has
an identity, a state and a behaviour. This definition has originally been given
by Booch [8].

The state of the object contains internal data that can only be accessed
from the outside by invoking one of the object’s methods. The invocation is
done by sending a message to the object. Data are usually called attributes and
they have a value of a certain type. Depending on the definition of the object,
some attributes may be modified while others may not.

The behaviour of the object is the reaction that the object has after having
been stimulated by a message from the outside world. The way an object
behaves is in general dependent from its current internal state. The outside
world is constituted by other objects running concurrently.

The identity of the object is distinct from its state: the value of its attributes
may change during the computation although the object’s identity remains
fixed. In general an object is created at a certain point in time, and it may die
successively. However, between the moment in which the object is born until
it dies, the object is continuously alive and is identified by its identity.

In later chapters in this thesis we will deeply investigate the nature of object
identity. In our models, we will clearly distinguish between the identity of an
object and its state. We will also give identity to a method invocation. A
justification will become clear later.

Classes. On the static level, the corresponding notion of object is that of a
class. A class is a template for the creation of its instances, i.e., its objects. A
class specifies the state of its objects by describing the attribute types, and the
objects behaviour by the definition of a set of methods. A method is a fragment
of code that implements an operation. The implementation is hidden, the only
thing the outside world knows is that the objects belonging to the class provide
that operation. Methods of a class are executed by instances of the same class.
The set of class operations that can be invoked from the outside is known as
the interface of the class. Interfaces are useful to increase the abstraction of the
classes since methods and attributes not included in any interface are hidden
to the outside”. We refer to the object executing a method as the owner of
the method. A special keyword that may be used in the code of the method is
self. At run-time, it refers to the identity of the owner®. By self a method
can access the attributes (i.e., the state) of its owner.

"Here we use the term “abstraction” in a different way than the rest of the thesis, where
in general abstraction will describe some technique to reduce the state space of a model.
8Some languages such as Java of C++ prefer the notation this instead of self.
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2.3.1

The Unified Modelling Language

The Unified Modelling Language (UML) [9, 98] is the standard modelling lan-
guages accepted by the Object Management Group (OMG) in 1997. Tt is the
result of a merging process of different notations previously existing.

The UML provides the designer with several types of diagrams that con-
centrate on a special part of the system, amongst others:

e the use case diagram concentrates on the interaction between the user of
the system (called actors) and the system itself;

e the class diagram focuses on the relation between classes of the system.

o the sequence diagram describes the behaviour of the system by showing
the interaction of objects through the messages they interchange.

e the object diagram models a single state (of a computation) of the sys-
tem (sometimes called snapshot). It contains the values of the object
attributes as well as the references between objects; the latter take the
form of links among them.

e the state chart diagram describes the life cycle of an object by a sequence
of states of a state machine associated with the object.

Since in this thesis we will be concerned only with class diagrams, we introduce
some of their basic concepts.

Class diagrams. In UML, the static structure of classes in the system and
their associations are described by class diagrams that illustrate for each class

e the attributes with their type, and
e the methods with their formal parameters.

A simple example class diagram (adopted from [111]) is depicted in Figure 2.3,
Boxes represent classes. Three parts, delineated by a line, can be distinguished
in a box. The class name is indicated in the upper part, thus in our system
we have three classes: Hotel, Room, and Guest. The attributes of the class
together with their types are reported in the middle part of the box. For exam-
ple, the class Hotel has only two attributes numOfFloors and numOfRooms,
whereas both Room and Guest have three attributes. The attribute name is
followed by the attribute type (separated by a colon sign ‘). In the example,
both numOfFloors and numOfRooms have type Integer. Finally, the bottom
part of a box lists the operations (or methods) of the class. The signature of
an operation describes its name, its formal parameters and the return type (if
any). The formal parameters are depicted between parentheses indicating also
their type. Thus for example, the class Hotel has two operations checkIn and
checkOut, respectively, with only one parameter of type Guest and without
return type. Classes Room and Guest do not have any operation.



32

Chapter 2 — Preliminaries

2.3.2

Boxes are interconnected by lines denoting associations. They represent the
relationship between classes. Each direction of an association has an optional
name (called role name) and multiplicity giving information on the number of
elements related by the association. For instance, the multiplicity 1..x states
that a Hotel has at least one room, whereas on the association relating Hotel
and Guest, * says that the Hotel can have a number of guests greater or equal
to zero (i.e., the hotel can be empty). If the multiplicity is not specified it is
intended to be one.

Note that class diagrams only address the static aspects of the system, not
its dynamic (i.e., process) aspects. The latter aspects are described by other
diagrams such as UML state-charts.

Navigation. An important factor is that associations between classes in
UML diagrams can be traversed. Thus, they constitute a path within the model
that allows to reach a class starting from another class. This phenomenon is
referred to as navigation (or navigability) and allows to refer to attributes
and methods of a (collection of) object(s) in the system. As we will see in
Section 3.4, in the notation used by the Object Constraint Language [110],
navigations are expressed by indicating the role name attached to the associa-
tion we want to traverse. For instance, for an object of class Hotel denoted by
the variable h, the expression h.guests refers to the path between class Hotel
to the class Guest using the association with role name guests. Navigations are
parsed from left to right. The navigation expression h.guests.guestCode refers
to the collection of guests’ code of h.

Dynamic allocation and deallocation

Concurrent object-based systems are characterised by a highly dynamic be-
haviour. A first interesting source for this dynamic behaviour comes from the
lives of objects. During the computation, objects are created by some cre-
ation mechanism provided by the programming language that must be invoked
explicitly. For example, for the Hotel example in Java we would write

new Hotel()

to create an instance of the class Hotel. Here, Hotel () represents a constructor,
that is, a procedure specifying in detail how to build the object and how to
initialise its attributes. Several constructors can be defined for the same class
according to different possibilities and/or needs to create objects.

Moreover, during the computation some object may die either because of
an explicit command given by the programmer (such as delete in C++) or
because of some system routine (e.g. garbage collection). In any case, an
object-based computation does not have a static pre-allocated number of ob-
jects that will remain fixed till the end. This model of computation is therefore
different from the more traditional programming languages (e.g. Pascal or C)
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Room

Hotel

numOfFloors : Integer rooms
hotel 1.%| roomNumber : Integer

floorNumber : Integer

numOfRooms : Integer numOfBeds : Integer

checkIn(g : Guest) mm%.l
checkOut (g : Guest)
0..1 hotel * | guests
Guest
guests

guestCode : Integer
age : Integer
numQOfNights : Integer

Figure 2.3: The Hotel class diagram.

where most of the resources are allocated statically according to the declara-
tions contained in the program. Figure 2.4 depicts a sequence of three run-time
states of an object-based system. The internal structure — that sometimes will
be referred to as (object-) heap — shows the alive objects (and their references).
In the state s1, six objects are alive: 01 through og. In the successor state so,
the object o5 has died, whereas o7, 0g have been created. Finally, in state ss,
object o; dies. We can paraphrase the previous description moving the focus
towards the lives of the single heap-allocated objects® as follows:

In state s1, the objects 01,092,03,04, 05,06 are alive. In state ss
object o5 is dead and o1, 02, 03, 04, 0g, 07, 08 are alive, from which o7
and og are new (i.e., fresh) whereas 01, 02, 03, 04, 05 are old. In state
s3 the object 01 is dead and o2, 03, 04, 06, 07, 08 are alive and at the
same time old.

This second description gives us an important hint: the substantial properties
that allow us to capture the dynamism of the system w.r.t. the lives of objects
are given by the following four adjectives: new, old, alive, dead. This will be
used later on. Furthermore, it is clear that “old” is synonym of alive but non-
new as well as “dead” is synonym of non-alive, therefore in principle we can
focus on only two of this object status'©.

9This is essentially the dynamic evolution of the system we want to capture
10Provided, of course, that we can use an operator expressing negation.
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Figure 2.4: Sequence of states in a concurrent object-based system.

The models that we aim to develop must be as general as possible. In
principle, there is no reason to admit in our models only objects that are
created during the computation and that will die at some point in the future.
In the history of the humanity many models have been developed where entities
were supposed to have been always alive, or that would not die. It is enough
to think about the several religions or ancient mythology. Thus — beside
(standard) objects that are born in some state of the computation and die
in some other state — we can very well have immortal objects that do not
die at all during the computation (cf. Java real-time); or eternal objects that
are alive but they are neither born nor die in any state of the computation.
Modelling the states of an object-based computation as described in Figure 2.4
is quite expressive and general. Unfortunately, the model becomes somehow
naively idyllic once we try to apply it for model-checking technology. There
are two problems related to the object model presented above. First of all,
as we have previously remarked, the model-checking motto is brute force: the
state-space must be completely covered in order to fully apply this technique.
Secondly, computer memory is finite. As a consequence, we cannot just let the
number of object grow in a naive way. Their number may become unbounded
and therefore the state space infinite. Bounding the number of objects that
may be created seems to be a rather strong requirement on the model (and on
the program). Moreover, techniques such as garbage collection are in general
not enough to maintain the number of objects bounded. Different strategies
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are needed.

On object-heap abstraction. Abstraction can be employed. Unfortunately,
there do not exist general recipes for the definition of “good” object-heap ab-
stractions, therefore the task is not trivial. Many factors may play a role: the
kind of property we are interested in; the kind of classes that compose our
system; and so on. Sometimes an abstraction may be too coarse, and therefore
not informative enough; on the contrary it might be too fine, keeping far too
many details making it intractable; some other abstractions can be unsound
— therefore providing us with wrong information. Theories such as abstract
interpretation [36, 37] help in proving the soundness of an abstraction; how-
ever, to define the abstraction itself is almost a complete manual exercise. In
this thesis we will also investigate some possible abstractions that may render a
finite state space — even if we do not force any bound on the number of objects
(or threads) that can be created — but still providing us with the possibility
to deal with some interesting properties about the birth and death of objects
(and threads).

Dynamic references

Associations between classes in the UML class diagram correspond at the run-
time level to the concept of references between objects. References are at-
tributes whose type is not a basic one (e.g., integer, boolean etc.) but instead
another class. In Figure 2.4, references are represented by direct arrows con-
necting objects. For instance, in state s1, the object 0; has a reference to os.
A reference can be either null, i.e., it is not pointing to any object or it can be
“attached” to another object. The reference mechanism gives the possibility
to combine objects and therefore to create rather complicated structures. Fur-
thermore, programming languages provide the programmer with the possibility
to manipulated references at run-time. Simple statements like

ri=y (2.6)

where x, y have type reference, allow to detach existing references and to attach
new ones, therefore changing the heap-object topology. From state to state,
the evolution of this heap topology produces the second form of interesting
dynamic behaviour in the object model which we will try to investigate in
Chapter 5.

For example, the variable x loses the reference to the object it is pointing
to before the assignment (2.6) and the reference is substituted by y’s reference.
After (2.6) = and y have a pointer to the same run-time object. This well-
known phenomenon is called dynamic aliasing. The consequences of this kind
of dynamic evolution of the heap topology are rather interesting. From state to
state non-trivial interdependencies even among apparently non-related objects
may be introduced. The unpleasant effect is that, in general, the execution of
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an operation may influence objects not even mentioned in the expression. This
has been called by some authors the complezity of pointer swing [67, 94]. The
problem seems very dangerous since it easily occurs and at the same time it is
difficult to debug.

Another very common problem due to the dynamic nature of references is
the possibility to dereference, at any moment, a null reference and, as a con-
sequence, an exception is thrown by the run-time environment and the com-
putation stops (as in Java). The ideal solution would be that the compiler
could statically detect any attempt to dereference a null pointer. In reality,
this cannot be done since such problems lie beyond the range of capabilities of
conventional type systems. Therefore, so far, the programmer is the only one
responsible for ensuring that his program “does not go wrong” in this sense.

In object models where references are taken into account, an object is called
reachable if there exists a path of references starting from a program element
(such as a program variable or a formal parameter of a method) and ending
at the object. Usually, only reachable objects are seen as useful since they can
be manipulated whereas the unreachable ones are considered to be “garbage”
because they cannot be used anymore. An issue somehow related to the life of
objects, and at the same time, to the manipulation of references is what to do
in case an object becomes unreachable. In general, three different approaches
can be taken [81]:

e the casual approach follows the philosophy that unreachable objects are
left in memory for ever;

e the manual deletion approach gives the programmer the possibility to
delete explicitly the objects that are considered garbage through either
some algorithm or by explicit programming constructs;

e the automatic garbage collection approach burdens the run-time environ-
ment with the responsibility to dispose of the garbage, freeing therefore
the corresponding memory.

Here, we do not argue which approach is the best. In general, the third one is
very well accepted, although in some cases, the other two are also used. For
example, C++ and Objective-C provide the programmer with the possibility
to dispose objects explicitly. In some real-time applications, it is preferred to
allocate all the objects in the beginning of the computation and let them (or
part of them) live for ever even if they become garbage (cf. immortal objects
in Java real-time [49]). This avoids the degree of uncertainty in the response
of the system induced by the execution of the garbage collector routines.
Since in Chapter 4 we are interested in studying properties of the system in
relation to the allocation and deallocation of objects we will try to have a model
as general as possible. Therefore, we will not make a real choice. This allows
us to use the model also to reason about garbage collector routines. Instead in
Chapter 5 where we will define models to reason about references we will use
automatic garbage collection in order to simplify the mathematical machinery.
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A logic for object-based
systems

Introduction

This chapter presents a temporal logic, referred to as BOTL (Object-Based
Temporal Logic), that is aimed at specifying static and dynamic properties of
object-based systems. The dynamic properties are related to the behaviour of
the system when time evolves, while the static properties refer to the relations
between syntactical entities such as classes. The logic is an object-based ex-
tension of the linear temporal logic LTL [91], a formalism for which efficient
model checking algorithms and tools do exist. The object-based ingredients
in our logic are largely inspired by the Object Constraint Language (OCL)
[88, 110, 111], that is part of the Unified Modelling Language (UML) [9, 98].
OCL allows expressing static properties over class diagrams in a textual way.
The precise relationship with OCL is studied by defining a mapping of a large
fragment of OCL onto BOTL.

The semantics of BOTL is defined in terms of a general operational model
that is aimed to be applicable to a rather wide range of object-oriented pro-
gramming languages. The operational model is a (generalised) Biichi automa-
ton, in which states are equipped with information concerning the status of
objects and method invocations. The interpretation of BOTL in terms of these
automata is defined in a formal, rigorous way. Such a formal approach is in
our opinion indispensable for the construction of reliable software tools such as

37
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3.2

3.2.1

model checkers. Besides, the semantics of BOTL together with the aforemen-
tioned translation of OCL provides a formal semantics of OCL. This approach
resolves several ambiguities and unclarities in OCL that have been reported
in the literature, e.g., [31, 53, 55]. A significant fragment of OCL is covered
including, amongst others, invariants, pre- and postconditions, navigations and
iterations.

This chapter is organised as follows: Section 3.2 defines the BOTL syntax
and data types. Section 3.3 defines the operational model in which the logic
is interpreted, as well as the formal semantics of BOTL. Section 3.4 gives a
short introduction to OCL as a primer for Section 3.5 where the mapping from
OCL to BOTL is defined. Finally, in Section 3.6 we discuss some related work,
focusing in particular on the Bandera Specification Language.

Syntax of BOTL

Before introducing the syntax of BOTL we present the data types over which
logical variables may range. In the following we assume given:

e a (countable) set VNAME of variable names;
e a (countable) set MNAME of method names, ranged over by M;

e a (countable) set of class names CNAME, ranged over by C.

Data types and values

BOTL expressions rely on a language TYPE of data types, defined by the
following grammar:

7(€ TYPE) ::= void | nat | bool | 7 list | C' ref | C.M ref

where C' € CNAME and M € MNAME are arbitrary. The types have the
following intuitions:

e void is the unit type; it only has the trivial value ().
e nat is the type of natural numbers.
e bool is the type of boolean values tt (true) and ff (false).

e 7 list denotes the type of lists of 7, with elements [] (the empty list)
and h ::w (for the list with head element h and tail w). For the sake
of readability, we will often write lists as comma-separated sequences
enclosed by square brackets; e.g., 1::2 :: [] is written [1, 2], whereas [[1], [2]]
denotes (1::]]) = (2::]) == []-

e ('ref denotes the type of objects of class C.
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o C.M ref denotes the type of method occurrences (discussed in more detail
below) of the method M of class C.

Let us specify the data values of these types more precisely. Among others we
will use (references to) objects and events as data values; the latter correspond
to method occurrences, i.e., invocations of a given method of a given object.
For this purpose, we introduce the following sets (for all C € CNAME and
M € MNAME):

OIb® = {C} xN
Evi®M = OIpY x {M}xN .

Thus, object identities o € OIp® correspond simply to numbered instances of
the class C, whereas events (o, M, j) € EvT®M™ are numbered instances of the
method name M, together with an explicit association to the object o € OIp¢
executing the method. We also use

OIp = UOIDC
16}

Evr = UUEVTC’M
c M

ranged over by o and ( respectively. OID and EvT are the universe of object
ids and events, respectively.

Example 3.2.1. Consider the Hotel class diagram of Figure 2.3. The following
are instances of the class Hotel:

(Hotel, 1) (Hotel,2) (Hotel,31) (Hotel,127)
The following are events related to the method checkin:

((Hotel, 1), checkIn,1)  ((Hotel, 1), checkIn,2)
((Hotel, 31), checkIn,1) ((Hotel, 127), checkIn, 3)

Note that the first two events represent different executions of method checkIn
performed by the same object. o

The combined universe of values will be denoted by VAL; the set of values
of a given type 7 € TYPE is denoted by VAL". We define:

vaLd = {()}

VAL™ = N

VALP® = {ff tt}

VaL™ ™ = {[yU{hzw]|he VAL, w € VALT "5}
VaL®™ = {null} U OID®

VarLeMret —  gyr&M
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There exists a large number of standard boolean, arithmetic and list operations
over these values, which we will use when convenient, without introducing them
formally. As an example consider:

e 4 : VAL™" x VAL"™" — VAL™" is the standard sum on natural numbers.
o sort : VALT"t — VALt orders a given list of values of type 7.
o flat : VALT"SUt _ VALt fattens nested lists.

Finally, there is a special element | ¢ VAL that is used to model the “unde-
fined” value: we write VAL; = VALU{_L}. All operations are extended to L by
requiring them to be strict (meaning that if any operand equals L, the entire
expression equals ). For instance, for lists we have L::w =L and h:: L = L.

Syntax of BOTL

The syntax of BOTL is built up from two kinds of terms: static expressions
Seorw (for a large part inspired by OCL, see Section 3.4) and temporal formulae
Tuor. (largely taken from LTL). We assume a set of logical variables LVAR.
BOTL terms are the defined by the grammar:

(€ Spor) = x| &a|&.owner|&return | & new | € alive |w(E,...,§)
| with x1 € € from 29 := ¢ do @9 :=¢&

A€ Toor) == E|@|oVeo|IreT:¢|Xp|pUgp

where 7 € TYPE, a € VNAME and x € LVAR. Apart from this context-
free grammar, we implicitly rely on a context-sensitive type system, with type
judgements of the form & € 7, to ensure type correctness of the expressions; its
definition is outside the scope of this thesis.

Before defining the formal semantics in the next section, we give an informal
explanation of the BOTL constructs.

Static expressions.

e 1 € LVAR is a variable bound to a value elsewhere in the expression or
formula;

e (.a stands for attribute/parameter navigation. The sub-expression & pro-
vides either a reference to an object with an attribute named a or to
a method occurrence with a formal parameter named a; the navigation
expression! denotes the value of that attribute/parameter. Navigation is
extended naturally to the case where £ is a list of references; the result
of £.a is then the list of _.a-navigations from the elements of €.

e ¢.owner denotes the object executing the method &.

1See Section 2.3.3 for an introduction to the concept of navigation.
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e &.return denotes the return value of the method denoted by £ (in case the
method has indeed returned a value, otherwise the result of the expression
is undefined; see below).

e ¢ new expresses that the object or the method occurrence denoted by &
is fresh in the current state, i.e., it did not exist in any of the previous
states. Typically, an object is new, just after it has been created as
result of the execution of some mechanism for object creation provided
by the programming language at hand; A method occurrence is new at
the moment of the invocation of the method.

e ¢ alive expresses that & denotes an object or method occurrence that is
currently alive. An object becomes alive when it is created and remains
alive until it is deallocated (e.g. by garbage collection), whereas a method
occurrence becomes alive when it is invoked and it is deallocated after it
has returned a value. This is made more precise in the semantics model;
see Section 3.3.1.

o w(&,...,&) (n = 0) denotes an application of the n-ary operator w.
Thus, w is a syntactic counterpart to the actual boolean, arithmetic and
list operations defined over our value domain. Possible values for w in-
clude at least a conditional expression (“if-then-else”) as well as an (over-
loaded) equality test =7 for all 7 € TYPE (where the index 7 is usually
omitted). We will use [w] to indicate the underlying operation of which
w is the syntactic representation.

e The with-from-do expression is inspired by the iterate feature of OCL
—which in turn resembles the fold operation of functional programming.
The expression binds logical variables and can therefore not be seen as an
ordinary operator. Informally, with z; € & from x5 := &5 do x9 := &3 has
the following semantics: first, zo is initialised to £2; then &3 is computed
repeatedly and its result is assigned to xo while x1 successively takes as
its value an element of the sequence &£;. For instance, the expression

with z1 € [1,2,3] from x5 := 0 do x2 := x1 + 22

computes the sum of the elements of the list [1,2,3] (= 6).

Temporal expressions. A temporal expression ¢ is built by the applica-
tion of classical propositional logic operators (-, V etc.) and LTL temporal
operators (X, U). As we have seen in Section 2.1.2, from the latter it is possi-
ble to derive other useful temporal operators. The basic predicates are given
by boolean expressions in Sgor,. We briefly summarise the intuition of the
temporal operators:

e X¢ expresses that in the next state the formula ¢ holds.
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o 9pUy expresses that along the path starting from the current state there
exists a state in which 1 holds and ¢ holds in every state before. The
special case where ¢ equals tt (true) thus stands for the property that
there exists a reachable state where v holds; this is sometimes denoted
Fi (“eventually ¢”). The dual of that is denoted Gy (“globally ¢”) and
it holds if 4 is true in every state along the path starting from the current
state.

Quantification. Special attention must be given to the temporal expression
involving existential (and, by duality, universal) quantification. The formula
dx € 7: ¢ expresses that ¢ must hold for at least one alive instance x of the type
7. By convention, for the universes of values given by VAL'¢, VAL VarPo°!
we assume their elements to be all alive in every state of the computation. This
is justified since they describe static sets of values. Note that VAL" is infinite
for some 7 € TYPE.

The situation is different for the special domains VALY " and VaL®-M ref,
Although by definition they are infinite, in a particular state of the computation
there is only a finite subset of their elements that have been created, i.e., that are
alive. Because of object creation and method invocation, from state to state
new instances may be created and destroyed, making therefore the subsets
of alive instances of VALY ™ and VALYM " dynamic. Thus, if we consider
the overall computation, the set of alive objects and method invocations may
become unbounded. This implies that model checking of universally quantified
formulae is impossible if we rely on standard techniques. For example, consider
the formula:

GVz € 7: ¢).

If the alive elements in VAL” grow infinitely often, then, since indeed the state
space becomes infinite in order to use exhaustive state space exploration, it
is necessary to design sound abstractions able to keep the state space finite.
In Chapters 4 and 5, — along the lines of HD-automata? — we will see how
the use of local identities for objects and method occurrences helps to alleviate
the problem. Furthermore, we will introduce two abstractions and study the

consequences from the model checking point of view?.

Abbreviations. In examples, we often omit the type 7 when it is clear from
the context. Moreover, for ¢ denoting an element of C'ref or C. M ref we use the
abbreviations in Table 3.1. The predicates £ dead and & old are very useful and
they will be used extensively throughout the dissertation. The last abbreviation
is convenient for quantify over alive method occurrences of a given alive object.

2See Section 2.2.

3For the sake of completeness, abstractions must be applied also to VAL However,
for this domain, it is customary to restrict quantification to bounded cases; for instance, all
integers smaller than a given upper bound.

nat
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b= for -V

oAV for (- V )

6o v for (6= ¥) A (6= 0)

& dead for (¢ alive)

¢ old for (£ alive) A —(& new)

VeerT:¢ for —-JreT:-¢

£ ¢ for Jz:(x#E =9

Jr el Mref: ¢ for Jz e C.Mref: (z.owner=¢) = ¢

Table 3.1: BOTL abbreviations.

Along the computation of the hotel h, eventually at least one guest will check in:

F[3m € h.checkIn ref : m alive]
Guests of hotel h are not hosted forever:

GVz € Guest : includes(h.guests,z) = F[-includes(h.guests, x)]]
The hotel is never completely empty:

Glsize(h.guests) > 0]
A guest cannot be hosted in more than one room:

G[Vx € Guest : Jy € Room ref : 3z € Room ref :
includes(y.guests, ) A includes(z.guests, x) = y = z].
A guest cannot be checked in and out at the same time:

GVz € Guest : Im € h.checkIn ref :
mi.g =« = —3Ima € h.checkOut ref : ma.g = z)]
A guest cannot be checked in more than once unless he has been checked out:

GVz € Guest : Im € h.checkIn ref : m1.g =z =
(—3m2 € h.checkIn ref : m1 # ma2 Ama.g =x)U
(3ms € h.checkOut ref : ms.g = x)]
The check-out procedure of a guest cannot start until
the check-in procedure has been completed:

G[Vx € Guest : I3m1 € h.checkln ref :
mi.g =z = (-3Ima € h.checkOut ref : ma.g = ) Um; dead).

Table 3.2: Some BOTL example properties.

Example 3.2.2. Table 3.2 reports some example properties expressible in
BOTL. The boolean list operator includes(l, e) is true if and only if the element
e belongs to the list [; the operator size(l) returns the cardinality of I. O
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CTL or LTL? As we have seen, for the specification of the temporal aspects,
BOTL is based on the linear temporal logic LTL. A fair question would be why
we have chosen LTL instead of another temporal logic as for example CTL.
As a matter of fact, for the definition of BOTL there is no special reason
to prefer one of these logics over the other. And in fact, we have designed
BOTL with the intention to make the object-based ingredients as orthogonal
as possible to the temporal aspects. This means that BOTL can be adapted, in
a straightforward manner, not only to CTL — as we have done in the original
definition of BOTL [42] — but even to other (more expressive) temporal logics
like CTL* or p-calculus. An approach for the latter case as been investigated
by [13].

Semantics of BOTL

BOTL operational models

In the design of BOTL we have concentrated on the essential features of an
object-based system. By this we mean that the logic can only address features,
such as object attributes, that are likely to be available in any reasonable be-
havioural model of an object system. Accordingly, we will define the semantics
of BOTL using an operational model that is as “poor” as possible, i.e., includes
those features addressable by the logic but no more than those. In this chap-
ter, we do not go into the question how such a model is to be generated. For
instance, the degree of parallelism or the way of method invocation is part of
the translation of an object-oriented language to the model. Any richer kind
of model can be abstracted to a BOTL model; thus, hopefully, the logic can
be used to express properties of behaviour models generated by a wide range
of formalisms. Later, in Section 4.4 and Section 5.6, we will study how models
can be created from two simple imperative languages that include some essen-
tials features of object-based languages such as object creation and a simplified
version of navigation.

We first need to give the notions of classes, methods and variables more
substance. Consider the following partial functions:

VDECL = VNAME — TYPE
MDEcL = MNAME — VDEcL x TYPE
CDeEcL = CNAME — VDEcCL x MDECL

A variable declaration in VDECL is a partial function mapping variable names
to the corresponding (image) types. MDECL does the same for method names,
taking into account that these are actually functions with formal parameters
and a return value. Finally, each D € CDECL is a class declaration mapping
class names to the corresponding attribute and method declarations.

Let us assume the class declaration D € CDECL to be given. For any
class C' € dom(D), we denote C.attrs (¢ VDECL) for its attribute declara-
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nat if v € {numOfFloors,
numOfRooms}

Hotel.attrs(v) = Room list if v = rooms

Guest list if v = guests

1 otherwise

nat if v € {floorNumber,

roomNumber, numOfBeds}

Room.attrs(v) = Hotel if v = hotel

Guest list  if v = guests

L otherwise

nat if v € {guestCode, age,

numOfNights }

Guest.attrs(v) = < Hotel if v = hotel

Room if v = room

1 otherwise

Guest ifv=g
1 otherwise

checkOut.fpars(v) = checkIn.fpars(v)

checkIn.fpars(v) = {

(checkIn.fpars,void)  if M = checkIn
(checkOut.fpars,void) if M = checkOut
L otherwise

Room.meths(M) = L
Guest.meths(M) = L

Hotel.meths (M)

Table 3.3: Class definition D € CDECL for the Hotel example.

tion function, and C.meths (€ MDECL) for its method declaration function;
thus, D(C) = (C.attrs,C.meths). Furthermore, if the class C' of a method
M is clear from the context then we use M.fpars (€ VDECL) to denote the
formal parameters of M and M.retty (€ TYPE) for the return type; hence
C.meths(M) = (M.fpars, M.retty).

Example 3.3.1. For the Hotel model of Figure 2.3, the class definition D €
CDECL is contained in Table 3.3 where v € VNAME, M € MNAME and C €
CNAME. (]

BOTL operational models are generalised Biichi automata?, i.e., tuples
Mp = (Conf,—,1,F) where Conf is the set of configurations (or states)

4In the original definition of BOTL given in [42], we used Kripke structures. This mod-
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over which — C Conf x Conf defines a transition relation, I C Conf is the
(non-empty) set of initial states and F C 29°™ is the set of accept states®. The
components ¥ and L representing the alphabet and the interpretation of the
atomic propositions are not explicitly represented in the model because they
are not relevant for the interpretation of the logic. In fact, in BOTL the atomic
propositions would correspond to Spory, and their interpretation in a state will
be given by the definition of their semantics in Section 3.3.2. D € CDECL is
the global class declaration, whereas the elements of Conf are tuples of the
form (O, E,,v) where:

e O C Olb;
e FCEVT

e ¢: 0 — VNAME — VAL;

v:E — (VNAME — VAL) X VAL, .
We discuss these elements briefly:
e O describes the objects currently alive in the state.
o E describes the method occurrences currently alive (active).

e For each alive object 0 € O, ¢(0) denotes the local state of o, i.e., it
records the values of the attributes of 0. ¢ has to be consistent with D
in the sense that ¢(0) = ¢ with 0 € OIDY implies dom(¢) = dom(C.attrs)
and £(a) € VALS-*(@) for all a € dom(0).

¢ is extended point-wise to lists of objects; thus ¢([])(a) = [] and ¢(h ::
w)(a) = <(h)(a) :: s(w)(a).

e The images of v consist of a (partial) mapping of variable names to values,
representing the valuation of the formal parameters of the method invo-
cation, as well as the value returned by the method. The latter is defined
when the method has terminated; otherwise the value can be L. ~ has
to be consistent with D: if y(¢) = (¢,v) for a given method occurrence
¢ € Evi®M then dom(¢) = dom(M.fpars) and £(p) € VALM-Pars(®) fo,
all p € dom(f), and v € VALY,

Assumptions. The transition relation — satisfies the following property
regarding the termination of method invocations: if an active method occur-
rence ¢ becomes inactive then it has a well-defined return value (i.e., not L).
Formally: if (O, E,¢,v)— (O', E',<¢',+") then:

(€FE\E = FJveVAL:v(() = ({,v).

ification is not at all critical since —as we have seen in Section 2.1.1— there exists a tight
correspondence between the two kind of models. Here the choice of Biichi automata is only
driven by consistency reasons with subsequent chapters of the dissertation.

5See Section 2.1.1 for an introduction to Biichi automata.
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g2 : Guest
— S guestCode | 72
g1 : Guest r1 : Room age 29
guestCode | 71 AoorNumber 3 numOfNights 3

age 25
numOfNights

roomNumber __| 27
13 numOfBeds [ 2

g3 : Guest

guestCode | 53

r3 : Room age 31

umOfNights| 5
floorNumber numOfNights
roomNumber | 1 h : Hotel

(h, checkIn, 1)
numOfBeds 1 numOfFloors 5
g B numOfRooms 3 72 : Room
I
return | L ! foorNumber 2
| roomNumber |11
. numOfBeds 3
| 0 Guost
! g6 : Guest
! 5 : Guest :
| guestCode |51 g5 ga : Guest
I
***** - age 23 guestCode 69 guestCode 46
numOfNights 7 30
age age 21
numOfNights| 4 numOfNights| 3

Figure 3.1: A possible configuration of the Hotel model.

Intuitively, we say that a method has terminated in the current state if it
is deallocated in the next state. However, we assume that at the moment of
termination the return value is defined. This might be because of the execution
of a return statement (as in Java for example). Furthermore, we assume that
Conf contains no terminated or deadlocked configurations; i.e., there is at least
one outgoing transition from every element of Conf. (This property is imposed
only for the sake of simplifying the definitions later on; it can be satisfied easily
by adding a self-loop to every deadlocking configuration.)

Example 3.3.2. Figure 3.1 depicts a possible configuration of the Hotel model.
In particular we have:

O = {h,r1,72,73,91,92,93,94, 95, g6 }
E = {(h,checkIn,1)}

where we have adopted the following abbreviation: h=(Hotel, 1), g; =(Guest, i)
and r; = (Room, ¢) for i € N. The objects show the values of the components
¢ and . For example, for object g we have:

5(g6)(guestCode) = 51
s(ge)(age) = 23
s(g6)(numOfNights) = 7T

For the other objects, ¢ can be obtained in a similar way. The v component
for the only active method is v(h, checkIn,1) = (g — gs, L). O
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Semantics of BOTL static expressions

We are now in a position to define the semantics of our logic. We assume the

class declaration D to be fixed and given. Let ©® = LVAR — VAL, ranged over

by 6, be the set of maps that assign values to (some of) the logical variables.
The semantics of expressions is given by the function

[]: Seore — (Conf x 20TPVEVT 5 @) — VAL, .

Let ¢ = (Og, Eq,54,7¢) be a configuration of Mp and N C (O, U E,) rep-
resenting the set of mew object and method occurrences in the configuration.
Then:

Hz]]q,N,G = 0(z)

[€-aly v = (l(a) where [¢], v, € Cref and ¢ ([¢], n o) =
 or [l € M ref and 3y ([€], ) = (
= ((a) where [{], y,€C ref list and gq (I€l, v, 9)

or [€], n.o€C-Mreflist and v4([¢], v o)

NN

,v)
v
= (0.9
[€.owner], v g = o where [¢], v o = (0. M, )
feretuml, g = v where (el o) = (60)
13 neW]]q,N,e = ([[5]](1,1\[9 €N)
13 alive]]q,zv,e =
[[w(é-la ER 7£n)]]q,N,0 = IIw]]([[é-l]]q,N,G’ te [[gn]]q,N,G)
[[With T € €1 from x5 = fg do x9 := 63]]%]\“9

= [for z1 € [&1], n 6 do 72 := '53]]<17N79{[[52]]q,1v,9/12}

where [for 21 € [] do @2 :=¢], n
= [[xQ]]q,N,G

[for x1 € h:iw do wg :=¢], ny

= [for z1 € w do x5 := §]]q,N,9{[[€]]qu79{h/zl}/mz}

The semantics of a variable x corresponds to its interpretation . The semantics
of a navigation expression £.a is the value of the function ¢ (cf. page 46) in the
attribute a of the object denoted by £. If £ is a method, then ¢ corresponds
to the value of the formal parameter a at the moment of the method call. In
case £ denotes a list of references to objects or method calls, the definition is
extended point-wise. The semantics of the formula £.owner (where £ represents
a method occurrence) is simply the object executing the method. The semantics
of &.return is the return value stored in the component ~ of the method instance
denoted by &. £ new is true if the object or method call denoted by £ belongs to
the set N of new objects and method calls in the current configuration. £ alive
is true if and only if the object or method invocation denoted by ¢ is indeed
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among the object and method instances present in the current state. The
semantics of an operation w(&y,...,&,) is given by the operation [w] applied
to the interpretation of its parameter &i,...,&, in the current configuration.
Finally, the “with-from-do”-expression is evaluated by means of the “for-do”
meta-expression, which successively re-computes the “do”-expression for every
value of 1 out of the “for”-list.5

Example 3.3.3. Consider the object diagram in Figure 3.1, and suppose we
want to evaluate x.rooms.guests in the configuration ¢ = (O, E, ¢, ) with vari-
able interpretation 0: x — h and N = @. Skipping some details, we obtain:

[z.rooms.guests], o = <([z.rooms], v o)(guests)

= s(s([2],.n ¢)(rooms))(guests)
(
(

= <(s(h)(rooms))(guests)

¢([r1, 72, 73])(guests)

= [lg1,92], 93,94, 95, []] -

As expected, the result is a list of lists. O

Semantics of BOTL temporal formulae

The semantics of BOTL formulae is now rather straightforward. It is defined
by a satisfaction relation between an accepting run of the model M p defined
by the transition system, a set of new objects and method occurrences N, a
valuation € and a formula ¢. To define it, we recall some notation and in par-
ticular Definition 2.1.2 of path through a transition model and Definition 2.1.6
of accepting run for Biichi automaton. An accepting run is simply a path satis-
fying a fairness condition on the accept states. Let M p = (Conf,—, I, F). For
a path of configurations n € Conf* we denote by n[i] the (i+1)-th state and we
write n' for the suffix of i starting at state n[i], i.e., n* = nliln[i+1|n[1+2] - - -
Moreover, we denote Inf(n) the set of configurations in n that occur infinitely
often and we indicate by (O], E]',<",~;") the single components of configuration
n[i]. Formally, a run of Mp is an infinite path of configurations n € Conf*
such that n[0] € I and Inf(n) N F # @& for all F € F.

The set Ni77 of new objects and method occurrences at state ¢ > 0 of 7 is
defined as

Ny = N C(OJUE])
Nzn+1 = (z+1\07]> (E?+1\E?>

where N is the set of initial new objects and new method occurrences assumed

6For the reader familiar with functional programming: with z1 € & from z2 := &2 do xg 1=
€3 may alternatively be translated to foldl [€1], o [€2], N9 AV h'|I£3]]q,N,6{h/x1,v/x2}'
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to be given”. Similarly, given § € ©, let 6 € © denote the valuation of the
logical variables in configuration ¢. This valuation must be undefined for the
variables that # maps outside the alive objects and method occurrences in
configuration 3.

07 (z) = 0(z) if Vk <i:6(z) € O] UE]
)= undefined otherwise.

We need the following auxiliary notation. Let VAL” | (O, E) denote the subset
of VAL" alive w.r.t. the sets O and E of alive objects and method occurrences.
It is defined as:

VAL NO if 7= C'ref
VAL [ (O,E) =< VAL'NE if7=C.M ref
VaAL" otherwise.

Intuitively if 7 # C ref or 7 # C.M ref then, by definition, the alive values
are precisely all the elements of VAL”. Otherwise, in case of object references
we have to restrict only to the subset of O of type 7. Similarly for method
occurrences.

The semantics of temporal formulae is now given by a relation = C (Conf® x
(OIDUEVT) X ©) X Tyorr. Let 7 be an accepting run of Mp, N C O} U E{,
and 6 € O then

7, Na 0 ): g iff [[5]]77[0],N,9 =tt

77;N;9)=ﬁ</) iff 777N79P£¢

N0 = ¢V iff either (n,N,0 = ¢) or (n,N,0 =)

n,N,0E=3zer:¢ if Jve VAL | (OL,E]): n,N,0{v/z} = ¢

7, N,0 | X¢ ifft ', NY, 07 = ¢

nNO Uy i 330
(nj,N;],@?|z¢andV0§k<j:nk,N,?,92|:¢)

Most of the temporal operators have standard semantics (cf. the definition of
semantics of LTL in Section 2.1.2). Note that in the existential quantification,
the variable x is bound only to alive values in the current state.

Object Constraint Language

The notation given by UML is mainly based on diagrams. Although this visual
nature has provided the UML with a widespread popularity among practition-
ers, sometimes diagrams do not give the right level of expressiveness needed. In

7N will usually depend on the particular specialisation of the BOTL operational model.
For example, in some cases it could be reasonable to consider every object and method
occurrence present in the initial state to be new. For other models, it could be reasonable to
consider only a proper subset of Og U Eg
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many situations, using a textual language can help to formulate concise specifi-
cations. The Object Constraint Language (OCL) [88, 110, 111] is a part of the
UML that provides a framework to add textual annotation to UML diagrams.
More specifically, the important class of annotations covered by OCL is given
by constraints, i.e., statements that impose additional restrictions on the UML
model. There are two kinds of constraints in OCL:

e invariants, i.e., statements that should be valid at any point in the com-
putation;

e pre- and postconditions, i.e., statements about the start and end of a
method execution.

In the following section, we describe some of the basic concepts proper of OCL,
later in Section 3.4.2 we give a formal syntax of (a subset of) OCL.

An informal and concise summary of OCL basic concepts

The content of this subsection is mostly based on [95, 110].

Types. OCL is a typed language. Its types can be grouped in
o predefined types and
e model types.

The first group is composed of basic types such as Integer, Real, String, Boolean
and collection types, that is Collection(T), Set(T), Bag(T) and Sequence(T).
The parameter T ranges over types, thus, for example, we have Bag(Integer)
for a multi-set of integers. Each of the predefined types has a set of standard
operations defined. For example:

o +,— %,/ for Integer and Real;

e and, or, not for Boolean;

e union, intersection, includes (i.e., membership test) for Set and Bag;
e concatenation for String and so on.

Among the predefined types there is also the special types OclAny.

Model types are all those defined in the UML model. For example, in the
Hotel class diagram in Figure 2.3 these are: types Hotel, Guest and Room.

The set of OCL types is organised in a hierarchy depicted in Figure 3.2 where
special types for the meta-model are not included. For example, Collection is a
super type of Set, Bag and Sequence. Apart from Collection, all other types are
subtypes of OclAny. We will not be concerned with issues related to sub-typing
in this thesis.
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OclAny Collection(T)

Real Boolean String Enumeration (ModelElement) Set(T) Bag(T) Sequence(T)

Integer

Figure 3.2: OCL types hierarchy

Expressions and constraints. Expressions are built out of literals, identi-
fiers and variables. Each OCL expression has a type and a result. The type
of the result is the type of the expression. For example, the expression 3 + 4
has result 7 and type Integer. An expression yields an undefined value if one
of its operands is undefined. OCL expressions may use navigation expressions
in similar way as BOTL. Constraints in OCL are built on the basis of OCL
expressions and have a boolean type. Moreover, constraints have a context
that changes depending on their kind. For invariants, the context is given by
a class. The following OCL invariant:

context Room invariant
guests—size < numOfBeds

states that the number of guests in a room cannot exceed the number of beds
in the room.

Pre- and postconditions have a method and a class as context. They define
a contract that an implementation of the method must fulfil [81]. Thus, pre-
and postconditions specify necessary requirements that must be satisfied to
consider the implementation of a method to some extent correct. For instance,
in

context Hotel :: checkIn(g : Guest)

pre not guests—includes(g)

post guests—size = (questsQpre—size) + 1 and guests—includes(g)

the precondition states that the person to be checked in is not a current guest
of the hotel, while the postcondition states that after checking him/her in, the
number of guests has increased by one and the new guest is one of the current
guests. The @pre-operator refers to the number of guests at the beginning
of the check-in. The standard OCL operation size determines the number of
elements of a collection. Note that invariants as well as pre- and postconditions
are safety properties, whereas BOTL also allows to express liveness properties
such as the first one in Example 3.2.2.



3.4 Object Constraint Language 53

3.4.2

OCL syntax

The set of OCL constraints and OCL expressions is given by the following
grammar:

(x €)Cocr. == context C invariant £ | context C :: M (p) pre £ post &

(€ €)Socr, = self|z|result|&Qpre|la|w(E,...,§)
| €'w(€7 v 7£) | E_w‘)(fv v 75) | f_)iterate(xl;xQ :€|£)

As for BOTL we assume that OCL terms are type correct (with, however some
differences in the possible types; see below). At the top level, a constraint x
can either be an invariant or a pre- and postcondition (see Section 3.4.1). As
discussed before, the context of a constraint is a class C' in case of an invariant
or a class and a method M € dom(C.meths) in case of pre- and postconditions.
The context can be referred to by the expression in the constraint. For instance,
in an OCL navigation expression self.a, we describe a route starting from an
object of the context class C.
Many of the expressions & € Socr, have their direct counterpart in BOTL.

e self refers to the context object of the class C.

e z represents either an attribute of the context object, or a formal param-
eter of the context method, or a logical variable.

result refers to the value returned by the context method.

e Q@pre is a suffix that refers to the value of its operand at the time of the
method invocation. Both result and @Qpre may be used in postcondi-
tions only (see below).

¢.a and w(&,-..,&,) are the same as for BOTL, i.e., they express navi-
gations and w operations on types.

o fw(&,. .., &) represents an operator w on basic types that is applied to
£,&1,...,&,. If the expression £ is a collection (i.e., a set, bag or list), we
have the special case é—w(&q,...,&,).

o {1—iterate(zr;xa = & | &) has the same meaning as with 21 €
& from xo := & do x5 := &3. The difference is only in the type that
can be returned, namely sets and bags (see Section 3.5.1). A large group
of OCL queries (e.g., exists, forAll, select, reject, collect) can be
reduced to iterate expressions (and therefore to with-from-do expressions)
[24, 97, 110].

Particular OCL features not included in the previous syntax are expressions
of the kind M(&,...,&) and £.M(E, ..., &) where M is a so-called query method,
i.e., M is a method which returns a value without side effects. Nevertheless,
also constraints where query methods appear can be translated in terms of
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another OCL expression that does not contain them but that describes the
function implemented by the query method®. Thus, as in other related works
[56, 96], we do not treat query methods explicitly.

Example 3.4.1. The OCL invariant:

context Guest invariant
age > 18

says that every guest of the hotel must be at least 18 years old. In BOTL, this
has a straightforward translation: G[Vax € Guest ref: z.age > 18]. O

Example 3.4.2. As a more involved example, consider the following OCL

invariant:
context Hotel invariant

rooms.guests = guests

states that the collection of guests in the rooms of the hotel should be consistent
with the collection of guests maintained at the hotel. Clearly, this statement
is not valid in every state of the system as, for instance, its validity cannot be
guaranteed while executing a method that changes the number of guests (like
checking a guest in or out). In BOTL, the same property would be expressed
by

G[Vz € Hotel ref : (-3m € x.checkIn ref : tt A —3Im’ € x.checkOut ref : tt)
= sort(flat(x.rooms.guests)) = sort(x.guests)].

The function flat (defined in Section 3.2.1) flattens nested lists; we need it
because z.rooms.guests is a list of lists, whereas x.guests is a simple list. The
function sort orders lists. Note that requiring the absence of occurrences m, m’
of the methods checkIn and checkOut is essential: during the execution of a
checkIn and checkOut, it is not possible to guarantee the validity of the invari-
ant since these methods change the number of guests. The same observation
would apply to any other method that could modify the state. o

Some OCL restrictions

OCL should allow to specify constraints on UML models in a formal way.
However, as pointed out by several authors in the literature [31, 53, 55], in its
early stages, OCL contained a number of ambiguities as well as inconsistencies,
mostly due to the lack of a mathematical foundation. These restrictions hardly
made OCL a truly formal language. Lately more attention has been given on
its mathematical foundation®. It has become clear that, by a rigorous formali-
sation, OCL would gain the necessary precision needed to correctly formulate

8Provided the function is not defined recursively.

9As testified also by the Revised Submission 1.5 of OCL 2.0 suggested for the “UML 2.0
Request for Proposals for OCL” of the OMG that contains a section on the formal semantics
of OCL taken mostly from [95].
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constraints on UML models. As a direct consequence, it would become possible
to design software tools supporting this constraint language. Following differ-
ent approaches (see Section 3.6.2), several attempts that aim to provide OCL
with a formal foundation have been carried out. In Section 3.5, we present our
proposal that consists of a translation from a large subset of OCL into BOTL.

Following [95], we give a few example concepts known in the literature that
are not defined satisfactorily in OCL.

Flattening. The definition of OCL does not allow nested collection types as,
for example:
Set(Set(Integer)).

The OCL specification prescribes that in case of nested collections the result
type is “automatically flattened”. However, how the flattening should be done
is defined only by means of an naive example (see [89], Chapter 7, pp.7-20):

Set{Set{1,2}, Set{3,4}, Set{5,6}} = Set{1,2,3,4,5,6}.

Indeed, this instance works perfectly. Nevertheless, it is not difficult to con-
struct other examples where in fact this is not the case anymore. Let g1, g2,
g3 be of type Guest and consider the expression:

Sequence{Set{g1, g2, g3} }

that may be obtained by navigating from Hotel, via Room to the class Guest!?.
In this case, the flattening does not work anymore since the result depends on
the order of the elements in Set{g1, g2, g3}. By definition, the elements of a set

are not ordered, therefore, any of the following results is acceptable:

Sequence{gi1, g2, 93} or Sequence{gi,gs, g2} or
Sequence{gz, g1,93} or Sequence{gz, g3, g1} or
Sequence{gs, g2, g1} or Sequence{gs,gi,g2}-

In order to make the flattening deterministic it seems unavoidable to impose
an order on the elements of sets. In Section 3.5, we will propose a possible
solution to this problem.

Iterate expression. The OCL expression iterate provides a rather pow-
erful iteration mechanism on collections since many of the expressions on col-
lections can be stated in terms of it. However, the evaluation of the iterate
expression may be problematic. In fact, the result is not always well defined,
meaning that there can be different result for the same input, or in other words,
it may behave nondeterministically. Once again this happens when the whole
iteration depends on the order in which the elements of the collection are cho-
sen [96, 97]. Hence, when the iteration is done on collections like Set or Bag.

10 Assuming that in the association rooms of the class Hotel there would be the keyword
{ordered} that yields a sequence instead of a set.
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As an example, assume the class Guest of our running example would have an
attribute name of type String. Then, consider the following OCL operation
that returns the concatenation of the guest names:

h.guests—iterate(wy;x2 = ' | xa.concat(xi.name)).

Clearly, if h.guests is a set or a bag then there will be more than one result for
this expression according to the order in which elements of h.guests are bound
to x1. Similarly, consider the following OCL expression:

{1,2,4}—iterate(z1;22 = 0| —x2 + x1).

Again, the result will be either -1, or 3, or 5 according to the order in which
element of {1,2,4} are bound to z;.

For a discussion on other OCL restrictions (e.g. concerning type issues) the
reader is referred to [25] where a list of resolved issues is also provided.

Translating OCL into BOTL

In this section, we will give a translation of OCL into BOTL and investigate
differences as well as relations between these two languages. First note that
BOTL is not primarily intended to be the exact formal counterpart of OCL.
In defining BOTL we were concerned with some issues derived mostly from
our aim to do model checking of object-based programs. On the other hand,
our logic can be seen as one of the many approaches on how to give a sound
foundation to OCL. At the same time, the translation provides us with a good
insight in the expressiveness of BOTL.

Translation issues

Before proceeding with the formal translation of OCL into BOTL, let us give
the intuition, in a rather informal way, of the solutions to the issues involved.

Data types. One of the differences between BOTL and OCL is their type
system: rather than arbitrary lists, OCL allows sets, bags and lists of primitive
data values; i.e., nested lists are not included'*. There are two reasons why
BOTL considers only arbitrary lists. On the one side, lists have sufficient
expressive power to represent sets and bags; on the other side, by using only lists
we avoid the problem of nondeterministic behaviour in the BOTL expression
with-do-from. As we have seen in Section 3.4.3 this problem is present in OCL.
Note that by only using lists the problem described in the examples of that
section would not occur.

M However, at this moment, it seems that in the Revised Submission version 1.5 of OCL
2.0 the contributors advocate for the use of nested collection types.
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In order to have a more rigorous comparison, let us define OCL types. Then
we will show how to encode them using BOTL types. For simplicity, we omit
strings, reals and enumerations which are absent in BOTL but could be added
without essential problems. OCL types are defined by:

p == nat]|bool|C ref
7(€ TYPEocL) u= p|plist|pset| pbag
p set are sets of elements of type p, while p bag are multi-sets whose elements

have type p. The semantics of the sorts included in TYPE is unchanged, while
for the new types we have the following value domains:

VAL set 2VALp
VaL’®® = Var” — N.

The set of values in OCL is:
VALoey, = U VAL'.

T€TYPEOCL

Now let us discuss how we will translate OCL operations on sets and bags, say
&1—w(&a, ..., &n). For OCL types pset and p bag, we define functions s and
0pag on BOTL values. These functions abstract from the order of the elements
in a list and return a set or a bag, respectively. Formally aset : VAL — VALgcL

is given by: . !
(%] ifv=
aset(V) = ¢ {h}Uaae(w) ifv=h:w
v otherwise.

Using {| - [} as notation for bags and W for their union, apag : VAL — VALoqy, is

given by
1 if o=
Opag(v) = ¢ {{h}Wapag(w) fv=h:w
v otherwise.
For each operation £&;—w(&a, ..., &) on sets or bags, there exists a correspond-

ing operation in BOTL, say @(&1,&2,...,&,), such that the diagram in Fig-
ure 3.3 commutes.

Example 3.5.1. Consider the OCL expression &;—union(€2). The intended
semantics [union] is the mathematical union on sets. In BOTL, there will be
an appropriate operator with semantics [union]: VALT "t x VAL™ St — VAL "st,
According to the commutative diagram, we have that

aset([union(vi, v2)]) = [union](aset(v1), et (vV2)).

That is, the result on lists is equal, up to abstraction from sets, to the cor-
responding union on sets. The operator union can be defined for instance as
um’on(wl,wg)é concat(wy, ws) where wy and wsy are lists. O
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[w]

VALY, ——— VALocL
« «
vVarLm | VAL

[#]

Figure 3.3: Commutative diagram.

Example 3.5.2. Consider now equality on sets in OCL: & = & where &
and &2 have type set. The corresponding BOTL expression will have semantics
[=5¢] : VAL™ St x VAL™"St — VALP®®!. The operator = is defined as follow:

=% (wy, wo) £ EqList(sort(del_duplicates(wy)), sort(del_duplicates(wz))).

The function FqList takes two sorted lists and returns true if they have the
same elements, and false otherwise. The function del_duplicates deletes the
duplicate elements in a list. Apart from del_duplicates, the same argument
applies to bags.

Invariants. The key issue for the translation of context C invariant ¢,
concerns the identification of the states in which the invariant expression &
has to hold. In particular we have to ensure that none of the methods in
dom(C.meths) is active. In fact, during the execution of methods, there can be
some intermediate configurations in which £ does not hold (see Example 3.5.4).

Pre- and postconditions. The translation of pre- and postconditions is
more involved. In particular, the OCL operator @pre has to be handled in a
special way as it forces us to consider two different moments in time, viz. the
start and end of a method invocation. We use the following strategy. Consider
the constraint: context C' :: M(p) pre &pre POst &post - By definition, {Qpre
subexpressions occur a finite number of times, say n > 0, only in {pest - We
first enumerate all the occurrences of {Qpre subexpressions in £post . We write
£Q;pre for 1 <4 < n. Then when we translate {post , by means of the function
0 that we will define in the next subsection, we substitute terms £@;pre with
new fresh logical variables u; € 7; for 1 < ¢ < n. The value of the variable
u; is bound to the appropriate value in the translation of {5 . We “add” to
the translated precondition 0({pre ) a binding term u; = 6(§) for all w; and
£Q@;pre. Thus, the variables u; are associated to the value of £ in £Q;pre at
the beginning of the method execution, and therefore can be used instead of
£Q;pre in the postcondition. Note that the judgement u; € 7; can be inferred
by the type of £ in £Q;pre.
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3.5.2

Translating OCL expressions into BOTL

We will now define a syntactic mapping of OCL into BOTL. First we will give
a partial function ¢ that maps OCL expressions onto BOTL static expressions.
Then by means of § we will address the issues involved in the translation of
OCL constraints. The function ¢ takes three parameters: o, m, p. Given
X € Cocr, the first parameter o represents a variable bound to an object of the
context class C. In case of pre- and postconditions, the value of parameter m
is a method occurrence of the context method M and p'is the list of its formal
parameters. In case of invariants, m has an arbitrary value whereas p'is the
empty list. The translation function 6 : Sper, — (LVAR X LVAR x VNAME™) —
Sgorw is given by:

do,m,p(self) = o

ox if o € Cref and z € dom(C.attrs)
domp(x) =4 ma fzep
x otherwise

do,m,p(result) = m.return
do,m 5(§@1pTeE) = Ui

s (e flat(0o,m 5(§).a) if E€C ref list and C.attrs(a)=r list
o,m,p\§-@)= So.m.p(€).a otherwise

So,m 7@ (€15 -+ 6n)) = ©(bo,m.5(61): - -5 Oo.m 5(En))

80,m p(EW (&1 -+, 6n)) = @ (00,m5(E): 0o,m,5(E1)s -+ 0o,m 5(En))
So,m p(§—=w(E15- -5 €n)) = ©(00,m, (&), 0,m 5(E1), -+ 00,m,5(€n))
So,m p(§1—iterate(r1;wa = &2 [ £3)) =

with 21 € 0 m 5(&1) from z2 := 04 m 5(&2) do z2 := 00 m 5(&3) -
The translation of Sq¢y, is straightforward for almost every operator.

e A variable x is prefixed by the context object if it is one of its attributes;
it is prefixed by m if it is among m’s formal parameters.

e As discussed in the previous section, in translating £Qpre, we assume
an enumeration of their occurrences, say £Q;pre for 1 < ¢ < n. Each
numbered expression is then replaced by a fresh variable u;.

e In case of attributes or navigations £.a we apply the definition recursively
on the prefix. If both £ and a are lists then the resulting BOTL expression
has to be flattened since the result would produce a nested list that is
not admitted by OCL. This is done explicitly by the operation flat.

e The expressions {—w(&q, ..., &) and Ew(&y, ..., &,) are translated using
the corresponding BOTL (n + 1)-ary operation @.
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3.5.3

Translating OCL constraints into BOTL

In this section, we complete the translation of OCL into BOTL by defining a
map A : Cocr, — Tore-

Invariants. In case of an invariant, the translation has the typical prefix G.
The invariant must hold for all alive objects of the class C' when none of their
methods is active. Let y € LVAR and dom(C.meths) = {My,..., M;}. We
define:

A(context C invariant &) =
G[Vz € C'ref :(=3Imy € o.My refitt A---A =Imy € .My ref:tt) = 0, 1(6)].

We give an example of the application of this invariant schema.

Example 3.5.3. Consider again the OCL invariant in Example 3.4.2 assuming
that the collection guests is a bag.

context Hotel invariant
rooms.guests = guests

Recalling the considerations of Example 3.5.2 on set equality, we have:

d(rooms.guests = guests) = EqList(sort(d(rooms.guests)), sort(d(guests)))
= EqList(sort(flat(x.rooms.quests)), sort(x.quests)).

We can embed the resulting BOTL expression in the invariant template taking
into account that the class Hotel has two methods, i.e., checkIn and checkOut:

G[Vz € Hotel ref : (—=3m € x.checkIn ref : tt A =3Im’ € z.checkOut ref : tt)
= FEqList(sort(flat(x.rooms.guests)), sort(x.guests))].

Note that apart from the use of the more natural equal sign instead of EqList,
the resulting invariant coincides with the invariant in Example 3.4.2. O

Pre- and postconditions. Although the translation of OCL invariants into
BOTL is quite straightforward, the translation of pre- and postconditions is
more involved and requires an auxiliary definition. In particular, the OCL
operator @Qpre has to be handled in a special way as it forces us to consider
two different moments in time, i.e., the start and end of a method invocation.
As discussed above, we augment the precondition with some extra information
that is used to evaluate the postcondition.

Consider the OCL constraint context C :: M (p) pre {pre post Epost - The
extended translated precondition w.r.t. the object o and the method occurrence
m, g;’;“ﬁ, is given by

U I (3 VA AN (T L (3)

£Q;pre€fpost
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where u; for 1 < < n are fresh logical variables.

Here, the symbol € means “occurs syntactically in”. Thus, for precondition
&pre We construct an extended precondition g;’;“ﬁ using a new variable u; for
each subexpression £Q;pre occurring in the postcondition. This new variable
“freezes” the value of £ while evaluating the precondition and can be used in

the postcondition. Now we are ready to map OCL pre- and postconditions to
BOTL:

A(context C :: M(p) pre &pre post &post ) =
Yuy € 71y . Uy €Ty i Vz € Cref : VYm € 2.M ref :
G[m new A 55;?75 = m aliveU(term(m) A 3, m 5(Epost )]

where term(m) = m alive A X(m dead).

The expressions {;gvﬁ and £pos¢ are embedded in a kind of “template” scheme.
Intuitively, a pre- and postcondition holds if and only if for all invocations m
of M executed by an object of the class C we have that: if the (extended)
precondition holds at the moment of the method call (i.e., the method is new),
then the postcondition holds when the method execution terminates. This
must be true for all active objects of C' and all possible executions of the
method M. In other words, a pre- and postcondition is actually an invariant on
method calls. Note that because of the assumption on the operational model
(cf. page 46) the expression {post is defined at the moment of the method
termination.

The encoding of pre- and postconditions presented here reflects a total cor-
rectness criterion since it requires the termination of the method. In the oper-
ational model the use of paths satisfying the fairness constraint on the accept
states can avoid situations where a method is unable to terminate because it
never gets its turn'?. Alternatively, we could have chosen to demand only par-
tial correctness avoiding to enforce termination. Replacing one approach with
the other is not an involved exercise [79]. Although the OCL specification does
not provide us with any guidelines on the partial or total interpretation of pre-
and postcondition, also other OCL formalisations choose total correctness (for
example cf. [97]).

Example 3.5.4. Suppose we want to translate the pre- and postcondition
given in Section 3.4.1:

context Hotel :: CheckIn(g:Guest)
pre not guests—includes(g)
post guests—size = guests@Qpre—size + 1 and guests—includes(g).

Again, let us call the precondition {yre and the postcondition &yos¢ . Consider
two logical variables z and m. The former will be instantiated with an object of

12This can be done when extracting the model out of the source code. Sections 4.4.2
and 5.6.2 show, for example, how to use accept states to enforce only fair path among a set
of processes.
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3.5.4

class Hotel and the latter with an occurrence of the method checkIn. Applying
0 to &pre yields:

02,m.g(not guests—includes(g)) = =0, m,q(guests—includes(g))
= —includes(z.guests, m.q)

where includes is a BOTL operation that, given a list w and an element [,
returns tt if and only if the element [ belongs to w. The extended precondition
becomes:

srand = —includes(z.guests, m.g) Aur = 0z, g(guests)
= —includes(z.guests,m.g) A uy = z.guests

After some calculations, the translation of the postcondition yields:

Oz (Epose )= Ozm.g(guests—size) = 0xm g (guests@pre—size) +1
A 0z m,g(guests—includes(g))
= (size(z.guests)=size(u1)+1 A includes(z.guests, m.g)).

The translation of the pre- and postcondition now yields:

Vuy : Vz € Hotel ref : Vm € z.checkln ref : G[m new A £5709
= m aliveU(term(m) A 8. m,g(Epost ))]-

Figure 3.4 describes the configurations of the transition system during the
execution of the method checkIn and indicates how the validity of the pre-
and postcondition changes. Inside the states it is possible to observe how the
components O, E, ¢ and v evolve w.r.t the configuration. In the figure we
have abstract from the value of the attributes since they are not relevant for
this example. In configuration 1, object g; does not belong to the guests of h
and the method has not been invoked yet, in fact the set of method calls
is empty. In this state it is not possible to talk about the validity of pre- and
postcondition of the method call m. In configuration 2, the method ( is newly
born as a result of the method invocation. Therefore, in this state m new and
the precondition {pre are valid since g; is still not a guest of the hotel. In
configuration 3, as a first step of the method execution, g; is inserted among
z guests. Thus, &re does not hold anymore. However, from this state &post
becomes valid. m is not new anymore. In configuration 4, g; is assigned to
room r and the method execution ends. The postcondition {pest still holds,
and this is precisely the state in which it should hold. Finally in configuration
5, checkln is deallocated and it does not exist anymore. Notice how in this
example it becomes clear why the invariant in Example 3.4.2 does not hold
during the execution of checkln. o

How to employ BOTL for OCL tools

Probably, a more pragmatic reason that may increase the significance of the
translation defined in the previous section has to be sought in the still rather
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Figure 3.4: Configurations during the execution of checkIn(gy).

limited tool support for OCL. Indeed, a number of developed CASE tools sup-
port OCL (the reader is referred to [65, 97] for a list of them). However, they
are mostly limited to check the syntax or the types of the constraints. So far,
the most advanced tools can validate constraints against single configurations
of the system (also called snapshots) given manually by the user. This is ob-
viously not enough, in fact, the validation of a constraint against snapshots
may only give some hints on the adequateness of a constraint. However, this
does not allow the user to conclude anything with respect to the validity of the
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Figure 3.5: Architecture of a possible model checking tool for OCL

constraint itself. Experience has shown that due to the ever increasing com-
plexity of systems, attempts to assess their correctness by engineering “rules of
thumb” easily lead to wrong conclusions and may cause costly redesigns. By
their very nature, invariants are required to be valid at any configuration of the
system (except, as we have seen, those involving side effects). Similarly, pre-
and postconditions must be valid at any invocation of the method they refer to.
The current presence of the above mentioned tools attests a need to accomplish
the development of more ambitious ones able to support automatic verification
of systems with respect to OCL constraints by means of techniques such as
model checking. This is certainly a challenge. The translation of (a subset of)
OCL into BOTL that we have defined in this chapter, and the model checking
algorithms for subsets of BOTL that we will define in the next chapters may be
seen as a first step towards a future achievement of such tools. Figure 3.5 de-
picts how BOTL may be exploited to accomplish the construction of a model
checker for object-based systems that uses OCL as a specification language.
Given an object-based program, constraint can be written in OCL either at
the UML class diagram level or directly at the source code level. The light
gray dashed box can be seen as a back-end of a tool composed by a compiler
OCL/BOTL, a model generator and a model checker. From a very pragmatic
point of view, the software developer that knows OCL does not have to be
aware of the parts inside the back-end. If implemented, the translating map
provided in this chapter would represent the compiler OCL/BOTL. If imple-
mented for the complete BOTL, the algorithms that we define in Chapter 4
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and Chapter 5 would represent the model checker itself'®. Finally, a model gen-

erator can be constructed from the definition of an operational semantics for
the particular programming language considered (e.g. Java). This definition
can be an extension of the operational semantics that we define in Section 4.4
and Section 5.6 for two simple imperative languages with some object-based
feature.

Related work

In this section we describe some work related to BOTL. We start with a lan-
guage that is very close to BOTL and therefore deserves some deeper compar-
ison, afterwards we give a summary on the others works.

The Bandera Specification Language

The Bandera Specification Language (BSL) [33] is a formalism defined within
the Bandera tool-set [32] developed at Kansas State University. BSL allows
the specification of properties of multi-threaded Java programs. These prop-
erties are then model-checked by the Bandera system. It is interesting to see
that although BSL and BOTL have been developed independently and simul-
taneously, they have several common aspects. In this section, we give a quick
overview on BSL trying to compare it, whenever possible, with BOTL.

BSL is divided in two parts: the assertion sub-language and the temporal
sub-language.

Assertion sub-language. Assertions provide an easy way to write con-
straints on data at particular points of the program. Assertions contain side-
effect free Java expressions (e.g. tests on program variables). Three kinds of
assertions can be defined in BSL:

e preconditions that, as usual, must hold in the first executable statement
of a given method;

e postconditions that must hold immediately after the execution of a return
statement in the method, or after the execution of the last statement of
the method if no return statement exists;

e [ocation assertions that must hold when the control is at a particular Java
statement.

BOTL does not provide assertion facilities, at least in the sense of BSL location
assertions. This is mostly due to the fact that BOTL is meant to be independent
from the programming language, therefore, its properties cannot directly apply

13Using bounds on the number of objects and method calls it could be possible to use some
existing LTL model checker.
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to special points of the source code. However, as we have seen in Section 3.5,
in BOTL it is possible to define pre- and postconditions.

Temporal sub-language. The temporal sub-language allows to specify prop-
erties along the execution of the program. The atomic propositions are given
by predicates on program features like instance variables and static variables,
control points such as method entry and exit. Predicates are embedded into
temporal specifications that are not based on a particular temporal logic, but
on a collection of temporal specification patterns that are automatically trans-
lated in the particular specification language accepted by the checkers used by
Bandera (e.g. LTL for SPIN [61] or CTL for SMV [80]). Specification patterns
are an important consequence of the fact that, in the design of BSL, special care
was given by the authors to the challenge of making this formalism easily acces-
sible to software developers normally not acquainted with temporal logic. The
idea of the specification patterns is the following: the authors have observed
that most of the software requirements, normally specified, follow just a few
different patterns such as: universal, absence, existence, response, precedence.
For example, the universal pattern requires its argument to be valid through-
out the complete execution, therefore it essentially corresponds to an invariant.
Whereas, the precedence pattern requires that a particular state/event is fol-
lowed by another designated state/event. Thus, this pattern can be considered
as the specification of a liveness property. For software developers the ad-
vantage to use pattern specification instead of the complete temporal logic is
clear: it is easy to learn since most of the complexity of the temporal specifica-
tion is predefined in a rather high-level manner. Furthermore, libraries of new
patterns may be defined by the user extending thus those already existing.

The embedding of BOTL (static) expressions into BOTL temporal formulae
follows clearly a different point of view. The user is free to define its own
specification using the complete power of the temporal logic'*. Of course,
this may be difficult on the one hand, but very powerful on the other hand.
Nevertheless, it is easy to imagine the definition of the BSL patterns for BOTL
as it has been done for invariants and for pre- and postcondition. In this respect
the encoding of OCL constraints given in Section 3.5 can be seen as a definition
of temporal patterns for BOTL.

Class instance quantification. Unavoidably, BSL faces the problem re-
lated with the dynamic nature of objects and instances of method call. The
language permits a quantification over allocated instances of a class. Without
this mechanism it would be impossible to reason about allocated objects along
program executions since program variables containing a reference to an object
can change during the evolution of the system. The resulting quantification
is similar to the one used in BOTL, although there exists a difference in the

4 Note that, for expert users, in BSL there is still the possibility to write specifications in
temporal logic.
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way the quantification is dealt with. Namely, at the semantical level, BSL
enforces an upper bound on the number of instances that can be allocated by
a class during the program execution. This limitation is essentially imposed
by the back-end model checkers used by Bandera. In fact, the semantics of
BSL is defined in terms of Java state transition systems that, in turn, are a
modification of state transition systems [78] used for the semantics of LTL and
used by SPIN as well. Java transition systems are the cross product of a finite
number of components that capture essential information about the execution
of Java programs. Therefore, these kind of models are static, and in order to
be finite, every component of the cross product must range over a finite do-
main. Thus, the number of allocations allowed for every class in the program
must be bounded. Java transition systems can then be mapped back onto stan-
dard transition systems accepted by the model checkers used as a back-end of
Bandera.

In BOTL we do not impose any restriction on the creation mechanism. In
Chapter 4, we will study how to define appropriate models that overcome the
problems related to the unboundedness of the state space obtained by object
creation.

Others

On the formalisation of OCL. As mentioned before, the problem of for-
malising OCL has received more attention. Beside our translation into BOTL,
a massive amount of work as been done in Richters PhD thesis [95], almost
completely devoted to the formalisation of OCL, and in turn is based on previ-
ous work of the same author and Gogolla [52, 53, 96, 97]. Their formalisation
is based on pure set theory.

Other formalisations that map OCL into some formal language are given
by the following approaches:[55, 56] provide a mapping of OCL into the Larch
specification language. In [10], OCL constraints are translated into expressions
over graph rules. In [7], a mapping to algebraic specifications is defined.

OCL and temporal logics. Extensions of OCL with temporal operators
have been proposed. The paper [93] extends OCL with operators of linear
temporal logic but does not provide a formal semantics to its extension. A
similar proposal is given in [30], but again without a formal foundation. As
the original definition of BOTL [42], a CTL extension of OCL is given in [48]
where the system behaviour is modelled by state-chart diagrams.

Strongly based on BOTL is the observational u-calculus extension of OCL
presented in [13]. Here, BOTL operational model are used. The resulting
formalism, called Ou(OCL), is a two-level logic where OCL represents the lower
level part and, as in BOTL, is expresses the static properties of the system.

Finally, another OCL temporal extension with future and past operators of
a linear temporal logic has been recently given in [114].
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Object-based logics. Logics for reasoning about object-oriented systems
have been mainly based on Hoare-style logics that concentrate on verifying
pre- and postconditions and/or invariants [3, 39, 64, 92].

Temporal logics for object-oriented systems have been previously defined.
Amongst others: [70] presents the specification language TROLL for the con-
ceptual modelling of information systems. The formal semantics of TROLL
is given in terms of a translation into a temporal logic. [102] proposes, in an
axiomatic style, a temporal logic for reasoning about object classes and their
instances. The logic supports two levels of reasoning: local reasoning related
to a single object and global reasoning related to a community of objects. A
modal logic for an object calculus is presented in [4].

A language for specifying LTL properties of Java programs somehow similar
to the BSL was given in [66] and then used in a tool-set having as a back-end
the model checker dSpin [41]. The language allows the definition of predicates
at the Java source code level: in particular it addresses program variables as
well as in critical control points such as method invocation and method exit.
Moreover, this language allows a mechanism of quantification over integers
whereas quantification over class instances is not provided.

Finally, Alloy [68] is a declarative object-modelling language that comes
with a formal semantics. Alloys’s underlying data are sets and relations, in
this sense it is a relational language. Alcoa [69] is an analysing tool for Alloy
specifications. However, since Alloy is not a decidable language, Alcoa is neither
sound nor complete. It only conducts a search within a finite scope chosen by
the user. The idea behind is that, according to the authors, if a counterexample
does exist it will most likely be found within a small scope. In practise, the
user cannot conclude anything if no counterexample is found.



4.1

Dynamic Allocation and
Deallocations

Introduction

As we have seen in Section 2.3.2, allocation and deallocation are fundamental
concepts in object-based systems. Arbitrarily many dynamic objects (enti-
ties) can be created (allocated) during the computation. Moreover, objects can
be destroyed (deallocated) e.g., by a garbage collector. Similarly, instances of
method calls (used by objects for interaction) are entities that are allocated
(created) at the moment of the invocation and that are deallocated (destroyed)
when the body of the method is completed.

In this chapter we aim to restrict BOTL defined in Chapter 3 to a core
subset able to capture the birth and death of abstract entities as primitive
concepts. Our attempt to formulate such a core logic, resulted in what we call
Allocational Temporal Logic (ACLTL) [45]. It has the following features:

e Entity variables z,y, interpreted by a mapping to the entities existing
(i.e., alive) in a given state. The interpretation is partial: a variable not
mapped onto an existing entity stands for an entity that has died.

e Entity equations © = y (where x,y are entity variables), asserting that
x and y refer to the same entity. This cannot hold if either x or y has
died; hence the entity equations express a partial equivalence of entity
variables (symmetric and transitive, but not reflexive).

69
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e Entity quantification Jz.¢, which holds in a given state if ¢ holds for
some interpretation of x, provided that z is alive.

e A predicate x new to express that the entity referred to by x is fresh, i.e.,
born.

In addition, A¢TL has the standard LTL temporal operators (although, as for
BOTL, a branching-time version with CTL temporal operators can be defined
in a rather similar way, see page 44).

The logic is interpreted over so-called High-level Allocational Biichi Au-
tomata (HABA), which extend HD-automata [83, 84, 90] with a predicate for
the unboundedness of (the number of entities in) a state, and with a (gener-
alised) Biichi acceptance condition. As for HD-automata, a crucial point is that
entity identity is local to a state. Correspondence between the identity of the
same entity in two different states is ensured by a mechanism of re-mapping.

HABA can be used as finite-state abstraction of certain kinds of infinite-
state systems. As an example, we define a small language whose main features
are the allocation and deallocation of entities. Although the number of entities
allocated by a program in this language can be unbounded, the operational se-
mantics yields a finite HABA. This is a significant condition for the application
of model checking.

Together with the logic A¢/TL, the main contribution of this chapter is that
the model-checking problem for AZ/TL is shown to be decidable on HABA. In
particular, we present a tableau-based model-checking algorithm that decides
whether or not a given ATL-formula holds for a given HABA. Our algo-
rithm extends the tableau-based algorithm for LTL [77]. To the best of our
knowledge, this yields the first approach to effectively model-check birth and
death behaviour of models with an unbounded number of entities®. This is of
particular interest — for what observed above — towards the verification of
object-oriented systems in which the number of objects is typically not known
in advance and may be even unbounded. Currently, in tools for model check-
ing object-oriented systems (such as [32, 58]), dynamic creation of objects is
only supported to a limited extent (the number of created objects must be
bounded). Finally, reasoning about allocation and deallocation of fresh entities
is relevant not only for object-based systems, but also in relation to privacy
and locality as discussed in, e.g., [2, 17, 21, 82].

This chapter is organised as follows. First of all we define the logic (Sec-
tion 4.2) and its automata (Section 4.3). The simple imperative language,
featuring statements for the allocation and deallocation of entities, with an
operational semantics in terms of HABA is given in Section 4.4. The definition
of the model checking algorithm for A¢/TL formulae against HABAs is given

'Recently other attempts have been proposed in the literature [113]. However, these
techniques are only sound but note complete. The reader is referred to Section 4.6 for a
broader overview of the literature.
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4.2
4.2.1

in Section 4.5. The chapter is concluded with a discussion about related work
in Section 4.6.

Allocational temporal logic

Syntax

For the definition of the logic, in the following we assume the existence of:
e the countable universe of logical variables LVAR, ranged over by x, y, z, . . .
e a countable universe of entities Ent, ranged over by e, e’ eq,....

Allocational Temporal Logic (A€¢TL) is an extension of propositional LTL [91]
that allows existential quantification over logical variables that can denote en-
tities, or may be undefined. It is a subset of BOTL defined in Chapter 3 that
focuses on the birth and death of entities. For € LVAR, the syntax of A¢/TL
is defined by the following grammar:

pu=xnew |z =z |zalive| Jz.d | ¢ | oVo| X | dU .

Let us quickly recapitulate the intuitive meaning of the operators?. Formula

x new holds if the entity denoted by z is fresh in the current state, i.e., the
entity denoted by z did not exist in the previous state. Formula xz = y holds if
variables x and y denote the same entity in the current state; x = x is violated
if x is undefined, i.e., if x does not denote any current entity. x alive is true
if  denotes an entity currently alive in the state. Jz.¢ is valid in the current
state if there exists an entity for which ¢ holds if assigned to x. In contrast
to BOTL that distinguishes among different types, in A/TL the only universe
of values is Fnt. Therefore in the syntax of the existential quantification, we
drop the specification of the type. In the context of BOTL, Ent corresponds
to the references of objects and method calls. For the purpose of dynamic
allocation and deallocation there is no reason to distinguish between them,
therefore it is convenient to consider Ent as single abstract domain®. Negation
and disjunction are the standard operators of classical propositional logic, while
X (next) and U (until) are the standard LTL operators.

Abbreviations. We use the standard abbreviations from propositional and
temporal logic, as well as those introduced for BOTL (cf. Table 3.1). Others
more typical of A(TL are listed in Table 4.1.

Example 4.2.1. Some example properties concerning dynamic allocation and
deallocation expressible in AC/TL are reported in Table 4.2. O

2For a more comprehensive illustration of the informal interpretation the reader is referred
to the discussion related to BOTL given in Chapter 3

31t is obvious that element of Ent may be instantiated not only to objects and method
calls, but to any other concept for which we want to reason about allocation and deallocation,
e.g., resources, memory, channels, etc.
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4.2.2

city for —@—y)
e xdead for —(z alive)

e z old for x alive A =(z new)
o V.o for —-3x.—¢

o tt for Va.(z alive)

o ff for —tt

Table 4.1: Typical abbreviations of A¢/TL.

New entities are always available G(3z.x new)

The number of entities that are alive

never exceeds 2 G(VzVyVz.(z=yVz=2zVy=z))
The number of alive entities

will never be less than 2 G(z.Jy.(z # y))

A fresh entity will always

eventually be allocated GF(3z.x new)

The number of entities that are

continuously alive grows unboundedly G((F3z.x new) A Va.X(x alive))
Before z is deallocated, z alive U Jy.(y newA

two new entities will be allocated (z alive U3z.(z new Ay # z A x alive)))
Every entity in the current state

will be eventually deallocated Va.F(x dead)

A deallocated entity cannot be

reallocated (this will be a tautology) G(z dead = X(z dead))

An entity that is identified now is no

longer new in the next state (tautology) | X(z dead V z old)

Table 4.2: Some example properties expressed in A(TL.

Semantics

ALITL formulae are interpreted over infinite sequences of sets of entities. Every
set contains the live entities in a particular moment in time (i.e., in a state).

Definition 4.2.2. An allocation sequence o is an infinite sequence of sets of
entities EgFE1 Fs - -+ where E; C Ent, for i € N.

Let 0 = E;E;y1---. For given o, E¢ denotes the set of entities in the
i-th state of 0. The semantics of A¢TL-formulae is defined by the satisfaction
relation o, N, 0 = ¢ where o is an allocation sequence, N C EJ is the set of
entities that is initially new, and 6 : LVAR — Ent is a partial valuation of the
free variables in ¢. Let N7 denote the set of new entities in state ¢, defined by,
{ N ifi=0

N = E°\E? , otherwise.

2

(4.1)

Similarly, let 67 : LVAR — Ent denote the valuation at state ¢, i.e., the valua-
tion that is undefined for the variables that § maps outside E, and coincides
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with 6 otherwise. Formally,

H{OR

The previous definition imposes that if  denotes e € E; then e must have been
continuously alive (non-resurrection condition for variable denotations). The
condition avoids that contradictions like Jz.X(z dead A Xz alive) are fulfilled.
Note that once a logical variable is mapped to an entity, then this association
remains along ¢ unless the entity dies, i.e., is deallocated. The association
remains undefined even if the entity re-occurs again in a state later on (see
Section 4.2.4 for a more detailed discussion on these concepts).

Proposition 4.2.3. 07, =07 | E;11.

0(z) ifVk <i:0(z) € EY

undefined otherwise. (4.2)

The satisfaction relation = is defined as follows:

o,N,0 =xnew iff 2 € dom(d) and O(x) € N

o, N,0=z=y iff z,y€dom(f) and O(z) = 0(y)

o,N,0 = xalive iff € dom(6)

o,N,0=3z.¢ iff Jee€ E§:0,N,0{e/z} E ¢

o N,O -6  iff o,N,0F¢

o,N,0=¢Vp iff either o, N,0 = ¢ oro,N,0 =

o, N,§=Xb  iff ol,N7,67 o

o,N,0l=¢Uvy iff Fi: (0", N7,07 =4 and Vj <i:07,N7,07 = o).

ARRE 2777

Here, 0{e/x} is defined as usual, i.e., 8{e/x}(x) = e and 0{e/x}(y) = O(y) for
yF .
Proposition 4.2.4. The following formulae are tautologies:

er=y=y=uzx e(x=yAhy=2z)=>2x=z2

® T new = z alive o (x =y Az new) = ynew

o x =y = X(rdead Vz =y) eX(z=y)=zr=y

o Vz.x alive e G(x dead = X(z dead))

e X(x dead V z old) e zalive & z=u.

Proof. Straightforward application of the A¢¢/TL semantics. As an example we
prove only the case x alive < x = z, the other cases are similar and omitted
here. Let o be an arbitrary allocation sequence and IV, 6 defined as above. Then
o,N,0 = zalive = x e€dom(d) = 0(z)=0(z) = o,N,0 =z ==z Vice
versao, N0 Ex =2 = z € dom(f) AO(x) =60(z) = o,N,0 Exalive. O

Note that from the previous proposition it becomes clear that z alive can be
introduced as syntactic sugar for x = x. Here we prefer to define it as primitive
since it seems to be more intuitive. For the other approach we refer the reader
to [44]. Another straightforward implication of the A¢/TL semantics is that
the universal quantification does not “commute” with the next operator. In
fact, the quantification is over a dynamic domain that may change from state
to state. Therefore we have the following;:

Proposition 4.2.5. For all A/TL-formulae ¢: ~(Vx.X¢ < XVz.¢).
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4.2.3

Folded allocation sequences

In order to come to a finite representation of allocation sequences there are
several difficulties to overcome: the sequences are infinite themselves, and in
general they range over an infinite set of entities (i.e., | ey EBi| = w). The
former problem can be solved, by generating allocation sequences as runs of
a Biichi automaton; the latter problem requires a change in representing the
allocation sequences. This change is based on the following observations:

o AUTL-formulae cannot address entities directly, but only through log-
ical variables. The choice of representation for the entities is therefore
irrelevant from the point of view of the A¢TL semantics.

o AlTL-formulae allow the direct comparison of entities only within a
state. The interpretation will not change if we allow for reallocating
entities from a state to the next state, as long as this is done injectively
so that distinct entities remain distinguished.

These considerations bring us to the following definition.
Definition 4.2.6. For E, E’' C Ent,
e A reallocation A from E to E’ is a partial injective function A : E — E’.

e A folded allocation sequence is an infinite alternating sequence
Eo o Er A1 EaAg -
where \; is a reallocation from F; to E;41 for i > 0.

Thus, entity e is considered to be deallocated if e ¢ dom()). We write A7
for the reallocation function of ¢ in state i. Note that for folded allocation
sequence o with associated initial set N and valuation 6,

o_ | N ifi=0
i { Ef\cod( 7 ;) otherwise. (4.3)
Similarly,
o_ )0 ifi=0
%= { A1 007, otherwise. (4.4)

(Hence 07 = A{_0---0A§of for alli € N.) Using these adapted definitions of N
and 6, the same definition of satisfaction relation = holds for folded allocation
sequences. In the following we indicate by |=, and = the semantics of ATL
in the unfolded* case and in the folded case, respectively.

4In the following we will sometimes use unfolded allocation sequences in order to stress
the difference w.r.t folded allocation sequences. When the context is clear and no ambiguities
can arise, we will skip the adjectives folded or unfolded.
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4.2.4

Relating unfolded and folded allocation sequences

At this point, after having defined two different models for A/TL, namely,
unfolded and folded allocation sequences, it is interesting to study their relation.
For allocation sequence o = EgE1Es---, let id(o) be the folded allocation
sequence defined by Eol'doElZ'dlEQidQ --- where Zdz = id r (Ez n EiJrl). We
have the following straightforward fact:

Proposition 4.2.7. For any A/ TL-formula ¢ we have
O',N,G ':U ¢ lff Zd(U),N,a ):f ¢

Neither folded nor unfolded allocation sequences are fully abstract with
respect to the validity of AZ(TL-formulae, as several of such sequences may
satisfy the same formulae. We therefore consider folded allocation sequences
modulo isomorphism.

Definition 4.2.8.

e Two folded allocation sequences o1 and o2 are isomorphic (01 = o3) if
there exists an indexed family of bijections (h;);en with h; : B — E7?
such that A7? o h; = h;y1 0 A]' (i.e., the h;’s are consistent with the
reallocations).

e Two allocation triples (o1, N1,01), (02, Na,02) are isomorphic (written
(01,N1,91) = (O’Q,NQ,@Q)) if dom(@l) = dom(ﬁg), o1 = g, and N2 =
ho(Nl) and 92 = ho (@) 91.

Isomorphic allocation triples satisfy the same set of AL/TL-formulae, as
stated by the following property.

Proposition 4.2.9. For A/TL-formula ¢ and folded allocation sequences
0,0

(0,N,0) = (¢',N",0') = (o,N,0 5 ¢ iff ', N',0' =¢ ).
Proof. By a straightforward induction on the structure of ¢. O

Unfolded and folded allocation sequences are related by T/,

Definition 4.2.10.
(0w, Nu, 0u) T (0, Ny, 05) iff (id(0w), Nu,0u) = (o, Ny, 0).

Allocation triples in the relation C/°' enjoy the property to satisfy the same
set of A/TL formulae.

Proposition 4.2.11. For A¢/TL-formula ¢, folded allocation sequence o and
allocation sequence o,:

(UuaN’lueu) Eﬂ)ld (vaNf79f) = (Uu7Nua9u ):U ¢ iff vaNfaHf ):f ¢) .
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Symbol Meaning
O old entity
@ new entity

,,,,,,,,,,, - reallocation

single state of an allocation sequence

Figure 4.1: Visual notation for (folded) allocation sequences.

Proof. According to the definition (o, Ny, 0,) T (of, Ny, 0;) if and only
if (id(oy), Nu,0y) = (o5, Ns,0f). By Proposition 4.2.9, id(cy,), Ny, 0, =5 ¢
if and only if o¢, Ny,8f =5 ¢. From Proposition 4.2.7, it now follows that
Ou, Nu, 0y =u ¢ if and only if of, Ny, 05 =5 ¢. O

The following results show that allocation sequences and folded ones can
both be used as models of A/ TL-formulae:

Proposition 4.2.12. For an arbitrary folded allocation sequence o and un-
folded allocation sequence oy,:

1. For every (o, Ny, 0,) there exists a (o7, Ny, 0;) such that

(0u, Nu, 0u) T (o, Ny, 0y)

2. For every (o, Ny,0y) there exists a (o4, Ny, 6,) such that

(0u, Nu, 0u) T (o, Ny, 0y).

Proof. See Appendix A.1. O

Visual notation. Throughout this chapter, for allocation sequences we use
the visual notation indicated in Figure 4.1. Old (live) entities are depicted as
circles. New (live) entities are denoted by patterned circles. Reallocations are
indicated as dashed arrows between entities. A state of the (folded) allocation
sequence (i.e. a set of entities) is a dashed box that encloses the live entities.

Example 4.2.13. Let ¢ = G(3z.x new) and By = {e1}, E12 = {e1,ea2}, Faz =
{e2,e3}. Consider the allocation sequences depicted in Figure 4.2 (top). If the
initial set of new entities NV = F, the unfolded allocation sequence

o= E1(E12F23)"
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ey ey eo i eq (=D el €2
ez i
€ i O
2 €3 | €2 es3 €3 e3
E, Eq2 Ea3 Eq2 Ea3 E12 Ea3
& 010 00010
€1 €1 €1 L e1r €1 el el
o’ | :
[ [ 162 €3 €3 €3
Ey Ei2 Ei2 Ei2 Ei2 Ei2 Ei2
@ el al a e el &
eq e e ey . ley ey e;
o’ ' R o PN
f 3\() RN
E, Eq2 Eq2 Eq2 Eq2 Ei2 Ei2

Figure 4.2: Folded and unfolded allocation sequences.

satisfies ¢ for any 6, whereas (cf. Figure 4.2 middle row)
OJ = l;ll;Tg

does not, since after the second state, entities in F1o are continuously old. Let
A1 Eqp — Eqp and Ao @ E19 — Eqo be two reallocations such that A(e1) = eq,
Xo(e1) = eg and Az(ez) is undefined. The folded allocation sequence

o = B\ (Eia)e)”

has the same sets of entities as ¢’ (cf. Figure 4.2 bottom row). Nevertheless,
o', satisfies ¢. In fact, by the reallocations A; and Az, the entity e is new (e; ¢
cod(A1) Ucod(Az)) in every state. Moreover, in o the entity ez dies at every
step while in ¢’ eg is continuously alive. Thus, the formula G(Vz.(XXz dead))
is satisfied by o’ but not by o’. O

The metempsychosis metaphor. The difference in the use of entity iden-
tity in unfolded and folded allocation sequences can be explained in a more
intuitive way by what we may call the metempsychosis metaphor. Quoting an
adapted version® from a 1911 Encyclopedia Britannica,

“Metempsychosis (or transmigration of the soul) is the doctrine
that at death the soul passes into another living creature, human,
animal, or even a plant.”

Shttp://www.wikipedia.org
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In this doctrine, it is believed that a living creature (a being) has a soul con-
nected in some way to the material body.

Having clarified these premises, the idea of the metempsychosis metaphor is
to identify an entity as a soul that can be connected to a certain living creature
which corresponds instead with what is denoted ideally by a logical variable.
We have a countable number of souls (in the universe Ent) and at every moment
only a finite number of them is associated with a respective living being.

Unfolded allocation sequences use metempsychosis in the strict sense. The
soul (entity) is associated with a single living creature for its entire life. Since
the living creature is born, till it dies, it is connected to the same soul. Once
the being dies, its soul can reappear again in the world, but then in another
living creature that is therefore born in that very precise moment. For example,
consider the allocation sequence o in Figure 4.2. Entity e; is connected with
a being that is alive in the first and in the second state, but in the third
state, e1’s associated living creature dies. In the fourth state, e; reappears,
but this time it has migrated (reincarnated) in a different being (newly born)
than the previous one which is now, instead, definitely dead. This explains
why a variable interpreted into e; in the first state is considered deallocated
for ever in the third state even if e; reappears later. In terms of this metaphor,
a logical variable x denotes the living creature connected to the entity 6(x)
where z is interpreted. This latter observation may help to clarify also the
non-resurrection condition for variable denotations imposed by (4.2) on 6 (see
page 73)%. For a living creature the presence of its own soul is essential to ensure
the continuity of its life. Hence, in unfolded allocation sequences identity of
entities plays a relevant role in the life of a being.

Using the same metaphor, we can observe that in the context of folded
allocation sequences, transmigration of the soul applies as well, but on a gener-
alised level. In particular, the precondition on the death of the living creature
connected to the soul is now released. A soul can depart from its connected
material body even if this is still alive. However, the implicit postulate that a
being is associated to a soul in every moment of its life is still valid”. There-
fore, in folded allocation sequences the separation between the body and soul
is complete. For an individual, the continuation of life is ensured completely
by the reallocations. The latter decides for every living creature if it will have
a soul in the next state and, if so, which one. It is completely irrelevant which
particular soul is connected to the body from time to time, as long as, there
is one (i.e., the entity identity is inessential). And this is in contrast — as we
have just seen — with the case of unfolded allocation sequences, where the life
of a being is determined by the continuous presence of the same soul.

6Resurrection refers to the material body, not to the soul. It would be inconsistent to
think that the entity resurrect since it is equated to a soul.

"To the best of our knowledge, we are not aware of any religion and/or philosophy in the
ancient as well as in the contemporary world that actually believes in such system. Some
sporadic cases of soul exchange between individuals, though, seems to occur in some science
fiction novels.
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4.3

4.3.1

Automata for dynamic allocation and deallocation

In Section 2.1.1 we introduced the notion of (generalised) Biichi automata [16].
In this section, we define two extensions of this formalism, namely: Allocational
Biichi automata (ABA) that generate allocation sequences and High-level Al-
locational Biichi automata (HABA) that generate folded allocation sequences.
Typically ABA are infinite state, whereas for the cases that we are interested
in, the corresponding HABA is finite state. The HABA model is inspired by
history-dependent (HD) automata [83, 84, 90]. The precise relationship be-
tween ABA and HABA is investigated in Section 4.3.3.

Allocational Buchi Automata

ABA are basically generalised Biichi automata where to each state a set of
entities is associated. These entities, in turn, serve as valuation of logical
variables used on A¢TL-formulae.

Definition 4.3.1. An Allocational Biichi Automaton (ABA) A is a tuple
(X,Q,E,—,1,F), with

e X C LVAR a finite set of logical variables;

Q@ a (possibly infinite) set of states;

o F:Q — 2" a function yielding for each state g a finite set E, of entities;

— C @ x @ a transition relation;

o [:Q — 2B x (X — Ent) a partial function yielding for every initial
state ¢ € dom(I) an initial valuation (N,0), where N C E, is a finite set
of entities, and 6 : X — Ej is a partial valuation of the variables in X;

e F C 29 aset of sets of accept states.

Notational conventions: we write ¢ — ¢’ for (¢,¢') € —. We adopt the
generalised Biichi acceptance condition, i.e, p = qoq1q2 -+ is a run of ABA A
if ¢ — git1 for all ¢ € N and |{i|¢; € F}| = w for all F € F. Let runs(A)
denote the set of runs of A. Run p = qoq1gz - - - is said to accept the (unfolded)
allocation sequence 0 = Ey Ey, E,, - --. The initial valuation (NN, ) associated
to an initial state facilitates the correspondence between models for ATL-
formulae and ABA runs. The language of an ABA A is:

L(A)={(o,N,0)|3p = qoq1 - - - €runs(A) : p accepts o A I(qo)=(N,0)}. (4.5)

Example 4.3.2. Figure 4.3 depicts an infinite-state ABA A for X = @ with
initial state ¢; for which I(q1) = ({e1}, ). In initial states, patterned circles
denote new entities (as for allocation sequences). q2,4q3,... are accept states
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4.3.2

il &
Oel O€1
Oez N[ Oe2 |—x ...
Oes Qe
Qe
q2 qs P

Figure 4.3: An example ABA

(double circles). For simplicity, we assume |[F| = 1. A accepts allocation
sequences that start with a single (new) entity and then move to a state where
an arbitrary number of new entities is created. From that point on, at every
step a single new entity is added, therefore the formula G(3x.z new) is satisfied
by every triple (o, N,0) € L(A). Note that entities are never deallocated, thus
the formula F(3x.(Fx dead)) is not satisfied by any of these triples in £L(A). O

High-level Allocational Biichi Automata

Most of the ABAs describing interesting behaviours are infinite. The reason
clearly is that the model although rather intuitive is also quite simple. It is,
however, possible to improve the representation given by ABAs, by adding
some ingredient that in many cases permits to finitely represent behaviours
that are otherwise infinite, such as the allocation of an unbounded number of
entities. This is done in the formalism introduced in this section.

Let co ¢ Ent be a special, distinguished entity, called black hole. Its role
will become clear later on. We denote E* = E U {oco} for arbitrary E C Ent.

Definition 4.3.3. For E, Fy C Ent, an oo-reallocation is a partial function
A B> — Ef° such that

o Ae)= M) #oo=e=¢ forall e,e/ € E and
e 00 € dom(A) = A(c0) = 0.
That is, A is injective when mapping away from oo and preserves oo.

Definition 4.3.4. A High-level ABA (HABA) H is a tuple (X,Q, E,—,I,F)
with X, @, I, F as in Def. 4.3.1, and
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Figure 4.4: An example HABA

e F:Q — 2P x B, a function that associates to each state ¢ € Q a finite
set I/, of entities and a predicate B, that, if false, expresses the existence
of an unbounded number of entities in g not explicitly modelled by E;

e -~ C Q x (Ent™ — Ent™) x Q, such that for ¢ —, ¢, A is an oo-
reallocation from E° to EJP with

(i) oo € dom() iff E, = (E, ff) and E, = (E',ff), and
(ii) oo € cod(N) = Ey = (E/, ff).

A HABA is a symbolic representation of a (possibly infinite) ABA. Predicate
B, holds in state ¢ if and only if the number of entities in ¢ is bounded. An
unbounded state ¢ (denoted |q]), possesses the distinguished entity oo that
represents all entities that may be added to g (imploded entities). High-level
state ¢ thus represents all possible concrete states obtained from ¢ by adding
a finite number of entities to E,. If a transition to state ¢’ maps (implodes)
entities into the black hole oo, these entities cannot be distinguished anymore
from there on. We call this phenomenon black hole abstraction. Moreover, if
q¢— ¢, entities in the black hole are either preserved (if |¢’|), or are destroyed
(if [¢']). The black hole thus allows to abstract from the identity of entities
when, for example, these are not relevant anymore. Note that oo ¢ Ent implies
oo ¢ cod(f) for all (¢, N,0) € I.

Example 4.3.5. The visual notation for HABAs is reported in Figure 4.5. An
example HABA is depicted in Figure 4.4 where X = {x, y}. In the initial state
q1, variable z denotes (old) entity ey, while y is undefined. Entity es in state go
represents the same entity as e; in ¢p, while e; (in @2) Tepresents a new entity.
The set of accept states is {{qg2,q3,q4}}
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Symbol Meaning
O old entity
@ initial new entity
I oo-reallocation
- Initial valuation

O Bounded/Unbounded state

/] /O Bounded/Unbounded initial state
D @ Bounded/Unbounded accept state

Figure 4.5: Visual notation for HABAs

Run ¢1A12(g2)22)“ generates sequences where the initial entity dies after
the second state, while the new entity created in the second state will be alive
forever. Run ¢1A13(gsA33)“ generates sequences where the initial entity will be
alive forever, and in each state a new entity is created. This new entity will
die in the next state. Finally, run ¢1A14(gsA14)* (the reallocation A14 is not
depicted since it is empty) generates sequences where the entity in the initial
state dies immediately. Once g4 is reached, a new entity es is created at every
step. Hence, in this run the number of entities grows unboundedly. O

In the above example, we remarked that the runs of a HABA generate folded
allocation sequences that compose the language of the automaton. For ABA,
the correspondence between runs and sequences is trivial, since it corresponds
to take the sequence of sets of entities corresponding to the run (cf. (4.5)
page 79). For HABA however, the correspondence run/sequences is not at all
straightforward, mostly due to reallocations and black-hole abstraction. The
next definition makes this concept precise.

Definition 4.3.6. A run p = goAoq1 A1 --- of HABA H = (X,Q,E,—,I,F)
generates an allocation triple (o, N,0), where 0 = EgAJE1A] --- is a folded
allocation sequence, if there is a generator, i.e., a family of functions ¢, : F; —
E7; satistying for all ¢ > 0:

1. Ve,e' € E;. (¢i(e) = ¢i(¢/) oo =>e=¢)
2. E% < COd(¢z)

3. [gi] = oo ¢ cod(¢:)
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PL = q1A12q2A22q2 22 - -
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Figure 4.6: Example folded allocation sequences generated by runs p; and ps
of the HABA of Fig. 4.4.

4. Njodi = ir10A]
5. Ve € Eit1. (dit1(e) = 00 = e € cod(A7))
6. I(qo) = (¢o(N), do o 0)

Condition 1 expresses that ¢; is injective except for entities imploded (mapped)
onto co. Condition 2 says that every entity in state g; represents an entity of
the state E; of the allocation sequence. Condition 3 ensures that a bounded
state does not generate states of the allocation sequence with entities corre-
sponding to imploded ones. Condition 4 ensures that A is consistent to A;
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Gen(ps) P3 = q1A149aA14Garaq - -~
O} [OHHO-40+4+0+-
@O O
""" @@ -
3 @,%,,,é

Figure 4.7: Folded allocation sequences generated by run ps of the HABA of
Fig. 4.4.

Figure 4.8: A modification of the HABA in Fig. 4.4.

in the reallocation of corresponding entities. Condition 5 states that only old
entities may be imploded into co. Thus, the number of new entities in the al-
location sequence is the same as the number of new entities in the state of the
model. The last condition relates the initial valuation of the allocation triple
(0, N, ) to the initial valuation of HABA H.

Runs of a HABA are defined in the same way as for ABA. Let runs(H)
denote the set of runs of H. Using the definition of generator we can now
define the language of H as follows:

L(H) ={(o,N,0) | 3p € runs(H) : p generates (o, N, 0)}. (4.6)
The set of allocation sequences generated by p € runs(H) is denoted by

Gen(p) = {o | p generates (o, N, 0)}.
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Example 4.3.7. Figure 4.6 shows some sequences generated by the HABA in
Figure 4.4. In particular let

Pl = QqiA12G2A22G2A22 - - -
P2 = Qq1A13G3A33G3A33 - - -

then 01,02 € Gen(p1) and 03,04 € Gen(p2). Again, note how the identity
of the entities is not relevant and in fact, in general, the set Gen(p;) contains
all the sequences isomorphic to o1 (and/or o2) and Gen(pz2) contains all the
sequences isomorphic to o3 (and/or o4). We can abstract from the identity of
the entities and represent sequences by anonymous entities depicted just by a
circle®. This shows the “general pattern” followed by all isomorphic sequences.
For example in Figure 4.6, sequences in Gen(p;) follow the general pattern
represented by & while those in Gen(p2) follow the pattern of &.
Figure 4.7 depicts the pattern of the sequences in Gen(p3) where

P3 = q1A14GaA44GaAag - - - .

The number of entities in Gen(p3) grows at every step.

Finally, consider the HABA in Figure 4.8 which is similar to the one in
Figure 4.4 except that the initial state ¢; is now unbounded. In this case,
Gen(p1), Gen(p2) and Gen(ps) contain also those sequences with an arbitrary
number of (additional) imploded entities. This situation is represented in Fig-
ure 4.9 where, in order to stress the difference w.r.t. the bounded case, we
have repeated ¢ from Figure 4.6. The two sequences o; and o9 in the bottom
(of Fig. 4.9) are obtained by adding to E§ two and three imploded entities
(represented in the shadow subpart of the state) respectively. In this example,
imploded entities are preserved by every transition because g is unbounded
(recall condition A(co) = oo in the definition of co-reallocation and condition
on HABA transitions). O

Reallocations and black-hole abstraction. HABA exploit two abstrac-
tion techniques in order to cope with several cases of infinite state-space ex-
plosion: reallocations (and therefore local names) and black hole abstraction.
Reallocations are a typical characteristic of HD-automata and have been proved
— in the work of Montanari and Pistore [83, 84, 90] — to be a powerful abstrac-
tion mechanism. They permit to collapse, into a single state, a set of states that
differ from one another only up to renaming of names. This technique results
to be very effective when applied to the semantics of history-dependent calculi
such as the m-calculus [82]. In that context for example, a state performing a
single input action would generate an infinite bunch of transitions connecting
the source state to an infinite number of target states whose only difference
is the fresh (new) name representing the value received as input?. However,

8In the metempsychosis metaphor this would correspond to looking only at the live being
while abstracting from which soul it has at any moment.

9We refer the reader to the aforementioned literature on HD-automata for further details
on the benefit of local names for history dependent calculi.
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P1 = q1A12q2A22q2 22 - -

Gen(p1)

Figure 4.9: Folded allocation sequences generated for by HABA of Fig. 4.8
where |q1 .

what is probably more interesting for us is that the benefits derived by the
reallocation mechanism in the context of those calculi is also inherited in our
setting for the characterisation of the birth and death behaviour of entities. As
a very simple example, consider the sequence of states

950595 - (4.7)

of the automaton in Figure 4.10. They only differ from one another by the
entity that is born and dies at every state. The birth and death behaviour in
this example can be translated into words as follows:

“there exists one entity that is always alive, and at every state a
new entity is born which is then deallocated in the next state”.

For the purpose of describing the previous behaviour it is not necessary to dis-
tinguish among different entity identities. For this particular example, without
reallocation the best we can do is to reduce the sequence in two distinct states
and two transitions, e.g,:

q5— q5 and A
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4.3.3

Using reallocations we can even avoid to distinguish between ¢4 and ¢4 and
describe this behaviour with only one state and one transition, namely ¢3 and
43— y,, 93 of the automaton in Figure 4.4.

Although reallocations, as we have just seen, permit state-space reductions
in case of states equal up to renaming (i.e., isomorphic), this is still not enough
to achieve a finite-state representation in many situations. The black hole
abstraction helps in several of these cases, as for example, for some behaviours
involving the allocation of an unbounded number of entities. Consider, the
sequence of states:

d4494ds’ay - (4.8)

of the automaton in Figure 4.10. These states are not isomorphic, therefore only
the application of the reallocation mechanism is not very effective here. Note
however, that the sequence (4.8) has a rather constant behaviour, namely only
one entity at a time is allocated and none of the alive entities die. In situations
like this, the black hole in combination with the reallocation mechanism permits
to collapse (4.8) in the single state and transition: g4 —, , g4 of the automaton
in Figure 4.4.

The duality between ABA and HABA

The relationship between ABAs and HABAs strongly depends on the relation
between unfolded and folded allocation sequences discussed in Section 4.2.4.
More precisely, we will establish a connection between a HABA ‘H and a class
of particular ABAs, called the expansions of H, whose elements accept L(H)
up to isomorphism.

Definition 4.3.8. For HABA H and ABA A, let ¢ : Q4 — Q3 be surjective,
and (¢q)qeq, be a family of functions ¢4 : B, — Eg - Then:

o A-transition g1 — ¢z expands H-transition ¢} —, ¢5 if ¢f = ¥(q1), ¢4 =
¥(g2) and
(1) Ao ¢gy = dg, | (Eqy N Ey,) and
(i) [ Egy \cod(A)| = |Eqg, \ Eq, |-
e Ais an expansion of H if the following conditions are satisfied:
1. Ve, e’ € E;. (¢4(e) = ¢q(€e) # 0 =>e=¢€);
2. Ey(q) C cod(gy);
3. [9(q)] = oo ¢ cod(gy);
4. for all g1 € Q4,

a) forall(q1) —, ¢y there exists g1 — g2 that expands ¥(q1) —, ¢5

b) for all g1 — g2 there exists A such that g1 — g2 expands ¢(q1) —
¥(g2);
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. (¢ (N), 07t 00) if ¢ =1(q) and In((q') = (N, 0)
5 laiqr— { undefined otherwise

6. Fa={{v(a)lq € F}F € Fu}.

The first three conditions are taken from Def. 4.3.6. Intuitively, these force
the number of entities in an expanded state to exceed the number of entities
of the original state, and require equality if the original state is bounded. Note
that transition ¢; — ¢o in the ABA must preserve the reallocation of ¢; —, ¢5
(condition (i)) as well as the number of new entities (condition (ii)).

A HABA H whose initial states are all bounded has a single expansion
(up to isomorphism). On the contrary, if there exists at least an unbounded
initial state, then H has an infinite number of expansions, corresponding to the
possible number of imploded entities contained in the black hole. This effect
is similar to that of the set of sequences generated by a single run as we have
seen in Example4.3.7 and in Figure 4.9.

Some notions for folded and unfolded allocation sequences are lifted to ac-
cepted languages in the following way. For HABAs H; and Ha, let L(H;) =
L(Hy) iff for all (o1, N1,61) € L(H1) there exists a (02, Na,02) € L(Hz) such
that (o1, N1,01) & (02, N2, 02) and vice versa. For ABA A accepting L(A), let

id(L(A)) = {(id(c),N,0) | (o,N,0) € L(A)}. (4.9)

Note that id(L(.A)) is the folded version of the unfolded language £(.A). For
HABA H and ABA A let £L(A) T/ £(H) iff for all (54, Ny, 0,) € L(A) there
exists (o7, Ny,07) € L(H) such that (o, Ny, 0,) £ (o, Ny, 0;). Similarly,
L(A) 2/l £(H) iff for all (op, Ny, 0f) € L(H) there exists (o4, Ny, 0,) € L(A)
such that (o4, Ny, 0,) £ (o5, N¢,0f). Then:

Lemma 4.3.9. For HABA H and any expansion Exp(H):
(a) L(Ezp(H)) 2% L(H) and
(b) L(Exp(H)) & L(H).
Proof. See Appendix A.2. O

Hence, L(Exp(H)) corresponds precisely to the unfolded version of L(H).
A consequence of the previous lemma, as well as an alternative way to express
it, is stated by:

Theorem 4.3.10. For HABA H and any expansion Exp(H):
L(H) 2 id(L(Exp(H))).
Proof. See Appendix A.2. O

The previous theorem will be useful for proving the equivalence of the con-
crete and symbolic operational semantics of the programming language we
define in Section 4.4.
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4.4

Figure 4.10: The infinite-state expansion of the HABA in Fig. 4.4.

Definition 4.3.11. Given a HABA H and an A¢TL-formula ¢ we say that
o ¢ is H-satisfiable if there exists (o, N,0) € L(H) such that o, N,0 | ¢;
o ¢ is H-valid if for all (o, N,0) € L(H) : 0, N,0 = ¢.

For ABA A a similar definition for A-satisfiability and A-validity can be
given. From the previous definition it follows that ¢ is H-valid (A-valid) if and
only if —¢ is not H-satisfiable (A-satisfiable).

As stated in the following corollary, from Theorem 4.3.10 it follows that a
HABA H and any of its expansions satisfy the same set of AC/TL formulae.

Corollary 4.3.12. For any A/ TL-formula ¢, HABA H and expansion Exp(H):
¢ is H-satisfiable < ¢ is Fxp(H)-satisfiable.

Example 4.3.13. Figure 4.10 shows the (infinite) expansion of the HABA in
Figure 4.4. The HABA in Figure 4.8 has an infinite number of expansions due
to its unbounded initial state. The expansion shown in Figure 4.11 corresponds
to the case where there are two entities in the black hole. These entities are
depicted in a shadow area to be easily distinguished from the others. O

Programming allocation and deallocation

This section introduces a simple programming language £ capturing the essence
of allocation and deallocation. It is used for providing an intuition about
the setup and the sort of behaviour that can be modelled by HABAs. Two
semantics for £ are defined, a concrete semantics with ABA as underlying
model, and a symbolic semantics using HABA. The relation between these
semantics is shown to correspond to expansion in the sense of Def. 4.3.8.
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44.1

Figure 4.11: An infinite-state expansion of the HABA in Fig. 4.8.

Syntax

For PVAR a set of program variables with v, v; € PVAR and PVARNLVAR = &,
the set of statements of L is given by:

(pe)L u= declvi,...,vn: (s1] - || sk)

(s €)Stat == new(v) | del(v) | v:=wv|skip|s;s|if bthen s else s fi
| while b do s od

(be)Bexp == w=w0v]|bVb]|-b

A program p is thus a parallel composition of a finite number of statements
preceded by the declaration of a finite number of global variables.

Informal semantics of £. new(v) creates (i.e., allocates) a new entity that
will be referred to by the program variable v. The old value of v is lost. Thus,
if v is the only variable that refers to entity e, say, then after the execution of
new(v), e cannot be referenced anymore. In particular, e cannot be deallocated
anymore. In other words, there is no automatic garbage collection'?. del(v)
destroys (i.e., deallocates) the entity associated to v, and makes v undefined.
The assignment v := w passes the reference held by w (if any) to v. Again,
the entity v was referring to might become unreferenced (for ever). Sequential
composition, while loop, skip, and conditional statement have the standard
interpretation. For the sake of simplicity, new and del create and destroy,

10Tn Chapter 5 we will study a model with garbage collection.
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Producer Buffer Consumer

-~ @| |0|O|-

=

Figure 4.12: The buffer system.

respectively, a single entity only; generalisations such as

new(vy,...,v,)

del(vy,...,vp)

in which several entities are considered simultaneously can be added in a
straightforward manner.

Example 4.4.1. The following program PC' is an implementation of a pro-
ducer/consumer system depicted in Figure 4.12. A producer process creates
new entities and stores them in the first place on the left side of a shared buffer.
A buffer process moves these entities entities from the left to the right. The
consumer process consumes entities in the first position on the right of the

buffer!!.
PC = decl vy,ve,w : (Prod || Buffz || Cons) where
Prod = while tt do
if (v; dead) then new(v;) else skip fi
od
Buffs = while tt do
if (v1 alive) then vy := v1;v1 := w else skip fi
od
Cons = while tt do
if (v2 alive) then del(vy) else skip fi
od

For this particular instance of the system, the component Buffs implements a
process handling a two-place buffer consisting of the variable vy (first position)
and vy (second position). The producer Prod produces a new entity when the
first place of the buffer v; is empty (i.e. v; is dead). An entity in the second
position of the buffer is consumed by the consumer Cons. Note that in the
if-then-else-fi statement in Buffs, using vy := v1; del(v1) would be wrong as the
entity referenced by v; and vo would then be deallocated. The statement, vy :=
w deletes the reference to v entity, since w is assumed to be undefined (and

1 For the boolean variables, we write v alive for v = v and v dead for v # v (cf. Proposi-
tion 4.2.4).
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therefore it will remain constantly undefined). It is not difficult to see that the
proposed implementation suffers from memory leak as Buffs may overwrite v
before it is actually consumed. Absence of memory leak can be easily expressed
by the formula:

G(Vz.Fz dead) (4.10)

essentially saying: a produced entity is always eventually consumed. Using the
operational semantics defined in Section 4.4.3 and the model checking algorithm
of Section 4.5 it is possible to automatically verify that (4.10) is refuted by some
computations of PC' (or alternatively its negation can be satisfied).

An improved implementation uses w as temporary variable in order to pass
v1 to va:

PC’" = decl v1,v0,w : (Prod || Buffs' || Cons) where
Buffs,’ = whilett do
if (v1 alive) then w := v1;v1 := v9;v9 := w else skip fi
od

and Prod, Cons defined as above. The implementation PC’ improves PC since
the memory leak problem has been removed, In fact, the assignment vy := vy
is used to make v undefined. In case vs points to an entity, its reference is not
lost and goes to v1 that since remains alive block Prod. On the other hand, the
entity v1 holds at the beginning of the if statement is not lost since its reference
is given temporarily to w. Therefore (4.10) is valid in PC’. Nevertheless, by
looking more carefully, we can observe that PC’ does not always remove entities
from the buffer in the same order in which they are introduced — that as a
matter of fact — is a desirable property if we want to implement a FIFO queue.
Exploiting the fact that in £ only one entity at a time can be created, and the
computation starts with an empty set of live entities, we can express for PC’
the FIFO policy by the A/TL-formula:

G(Vz.XF(Jy.y new = y alive U = dead)) (4.11)

that in words translates to: entities are always consumed in the same order they
are produced. To repair the FIFO order we propose yet another implementation
for the buffer system:

PC"
Buffg "

decl v1,va,w : (Prod || Buffs" || Cons) where
while tt do
if (v1 alive A va dead) then
W = V1,V ‘= V25V ' = W
else skip fi
od

Again, vy := vy deletes only the reference to v; entity that can be then moved
to ve via w. The correctness of the solution comes from the guard of the
conditional statement. In fact, only if the second position of the buffer is
empty the entity pointed to by vy is shifted to ve.
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Some other example properties expressible in A(TLfor the program PC”
are!?:
e An entity in the buffer is not consumed before the insertion of another one
(this implies also that the buffer is never empty): GVz.(z alive U (3y.z #

Y)).-

e The buffer will be always eventually full: GF(Va.VyVz.(x = yV a =
Z2Vy=2)).

Example 4.4.2. The following program, where g(i) = (i+1) mod 4, models
the implementation of a naive solution to the dining philosopher problem:

DPhil
Ph;

decl v, v2, v3,v4 : Init; (Phy || Pha || Phs || Phs) where

while tt do
while v; dead do skip od
del(v;);
while vy (;
del(vy(s) );
new(v; );
new(vg;))

od

Init = new(v1); new(vs); new(vs); new(vq)

y dead do skip od

The variables v; and v,(;) represent the left and the right chopstick of philoso-
pher Ph;, respectively. If v; and v,(;) are defined, then the chopsticks are on
the table. Taking the chopsticks from the table is represented by destroying
the corresponding entities, while putting the chopsticks back on the table is
modelled by creating new entities. Some desirable A/TL properties of this
program, are:

e No memory leak (i.e. the number of entities never exceeds four):

G(Vx1.ng.ng.Vx4.Vx5.(x1 =22Vx1=23VITL =24VI =25V
To =23V Iy =2x4V IT2=2o5V T3 :.1‘4V$3:.1‘5\/$4:.1‘5).

e Eventually the system deadlocks:

FG(Vz.x dead).

e Eventually two philosophers will eat at the same time:

F(Vz.x dead A FX3z.x new).

12The specifications are correct because of the absence of memory leak in PC".
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4.4.2

The last two properties make the assumption that it has been already checked
the absence of memory leak. O

Although some interesting problems can be programmed, it is obvious that
L is rather simple. Other constructs like wait or some syntactic sugar like re-
peat may be easily included, without extending the language in an essential
way. In Chapter 5 we will define an extension of £ that deals with a simpli-
fied mechanism of navigation and therefore permits to express more involved
examples.

Concrete semantics

A concrete semantics of our example language is given in terms of ABA. Let
Par denote the compound statements, i.e., r(€ Par) :=s | r | s.

Definition 4.4.3 (concrete automaton A,). The concrete semantics of
p=declvi,...,vp: (51 ] -+ | sx) is the ABA A, =(2,Q, E,—,I, F) where

e Q C Par x 25" x (PVAR — Ent), where for state ¢ = (r, E4,v,) € Q, 7
is the compound statement to be executed, F is the set of entities alive
and v, maps program variables to E, (with dom(vy,) = {v1,...,vn}; if 74
is undefined on v we write v4(v) = L1);

e E(r,E',v) = F;

e — C @ x (@ is the smallest relation satisfying the rules in Table 4.4.2;

o dom(I)={(s1 ||| $x,9,9)} and I(s1 || -+ || sk, 9, @) = (&, D);

e let
F = {1l s} E,v) € Q| s, = skip V s}, = while b do s od; s”}
F, = {1l 3. E,v) € Q| s =skip V s} = s;while b do s od; s”}

then F = {F; |0 <i<k}U{F | 0<i<k}

A few remarks are in order. A, has a single initial state s; || --- || sx. The
set of accept states for the i-th sequential component consists of all states in
which the component has either terminated (s; = skip) or is processing a loop

(which could be infinite). The combination of sets F; and F; guarantees the
progress of the component 1.

Definition 4.4.4. The semantics of the boolean expressions is given by the
function V : Bexp x (PVAR — Ent) — B defined by

Vo =w)y) = { ]EF if v,w € dom(y) and y(v) = y(w)

otherwise
V(b1 Vb2)(v) = V(b1)(v)VV(b2)(7)
V(=b)(7) = V(b))
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(ASGN-) = B skip, BT (w)/o)
(NEW-c) new(v), E,v— skip, E U {e},v{e/v} ¢ = min(Enf\E)
(CE-)) B = ke NG ey €Y W)
(IFi-c) if b then s; eIsZiz)Eg)EKY—’ s1, B,y
(IF2-c) if b then s; el;iibii%,% s2, B,y
(WHILE-c) while b do s od, E/, ¥ — if b then s;while b do s od else skip fi, F, v
(SEQ <) wEyo 8By

s1;82, B,y — s];82, B/,
(SEQa-c) skip; 52, B, 7 — 52, E, 7
PR T TS T IIEHW Tow B
(PARz-c) skip || -~ || skip, E, v — skip || - - || skip, &,

Table 4.3: Operational rules for concrete semantics.

We assume w.l.o.g. that the set Ent is totally ordered; this is convenient
for selecting a fresh entity in a deterministic way (cf. the rule NEW-conc in
Table 4.4.2). Some brief explanation of the rules of the concrete semantics
follows:

e (ASGN-c) An assignment v := w is performed by changing the reference
of the variable v to y(w). After the execution, the assignment statement
is replaced by skip that is either consumed in the context of a sequential
composition by rule (SEQ,-c) or is blocked. This general pattern in fol-
lowed also by rules (NEW-c) and (DEL-c). Note that there does not exist
a rule for skip.

e (NEW-c) The reference of the first (fresh) entity e available from Ent
according to the total order is assigned to v.

o (DEL-c) Entity «(v) is deallocated and every reference to this entity is
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new(vq)

vy vo w vy vo

Prod ||
PC = w;
del(vg) : vy := w; Buffs || Cons del(vg)
- vy IR
new(wv1)
q Prod || /
v1 1= w; Buffs || Cons
del(va) v1 v2 w del(vo)
o) O
€2
m
del(vg) new(vy ) del(vg)

Prod ||
v1 1= w; Buffs || Cons

del(vg)

del(va) v

Figure 4.13: Initial sequence of states Apc of Example 4.4.1 that makes the
automaton infinite.

cancelled.
o (IF1-¢)/(IF2-c)/(WHILE-c) Straightforward.

e (SEQ;-¢)/(SEQ2-c) In a sequential composition, when the first statement
is reduced to a skip statement, it is consumed.

e (PAR;-c) If one of the components of the compound statement performs
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4.4.3

a step, the compound statement can do so.

e (PAR3-c) A self-loop in an accept state with a terminated compound
statement ensures that, in a run, it is visited infinitely many times.

Example 4.4.5. The ABA in Figure 4.13 shows a sub-part of the automaton
Apc representing the concrete semantics of the erroneous implementation PC
described in Example 4.4.1. The figure focuses on the part of the automaton
corresponding to a computation that makes Apc infinite because of memory
leakage. In fact, following transitions depicted with a solid arrow, the number
of non-reachable entities grows unboundedly. O

Symbolic semantics

The semantics defined in the previous section has the disadvantage that mod-
els may become infinite due to an unbounded number of entity creations (cf.
Example 4.4.5). In order to circumvent this problem we define a symbolic se-
mantics of £ in terms of HABA, that (later on) will be shown to be equivalent.
The main distinction with the concrete semantics is the treatment of the asso-
ciation of program variables to entities. Here instead, entities are represented
by a partial partitioning of a subset of PVAR, i.e., the set E of entities is of
the form {Xy,...,X,} with X; C PVAR and X; N X; = @ (for i # j). Note
that we do not require | J, X; = PVAR which would make it a full partitioning.
Variable v is defined if and only if v € X; for some ¢. Then, v refers to the en-
tity represented by the set X;. Otherwise, v is undefined. Using this approach,
there is no need to represent (in a state) a mapping from the set of program
variables onto the entities.

Example 4.4.6. Consider Figure 4.13. In the symbolic semantics, state ¢ will
be represented by:
Hoi} w2t}

because v1 and vy are aliases. Whereas state ¢’ will be represented as

{{v1,v2}}

because v and v are no longer aliases. O

This kind of representation is possible only because of the use of reallocation
that make entity identities not relevant. In the concrete semantics this would
be impossible due to the global notion of entity identity.

Definition 4.4.7 (symbolic automaton #,). The symbolic semantics of
p=declvi,...,v5: (51 ] -+ || sx)is the HABA H, = (&,Q, E, —, I, F) where

e Q C Parx 22PVA”, i.e., astate ¢ = (r, E) consists of a compound statement
and a set of entities; we have |q| iff & € E (i.e., we represent the black
hole by @).
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(ASEN9) = B, skip. X\ (o] w € X.J U (X, U (o] w € X
o {

(NEW-s) new(v), E — , skip, {X;\{v}|X; € E}YU {{v}} Mo} = Xaiv}

(DEL-s) del(v),Ejfslfi(;, (E\{X:}) A X { )f ftﬂefvjise

(IF1-s) if bthen s1 eEibziEfi),E—)id s1, B

(IF2-s) if b then s; ;I‘;)e(l;)z(f,)E—’id 52, E

(WHILE-s) while b do s od, E —,, if b then s;while b do s od else skip fi, E

(SEQis) o g:i : sEQ E

(SEQ;-s) skip; s2, F—,,; 52, E

(PAR1S) ﬁ .§.j||ik]fE/\_)Sj7s?W.A. .Sﬂ’s/H e B

(PAR:-s) skip || - - || skip, E —,, skip || - - - || skip, B

Table 4.4: Operational rules for symbolic semantics

e E(r,E')=E"\{o};

e —, is the smallest relation defined by the rules in Table 4.4.3 such that
for r, E—, r', E’ we have @ € E = @ € dom(]).

and I and F are defined in the same way as for the concrete semantics.

The condition on & in the definition of — can be seen as a kind of “preser-
vation law” of the black hole. In fact, once a state implodes into an unbounded
one, the black hole generated by this implosion will last forever. Note that
in the definition of HABA (Def. 4.3.4) this is not always the case. Whenever
entity X, is not referenced by any program variable, the state will become un-
bounded. Entity X; will then be mapped by A onto @, which can be viewed as
a “black hole” collecting every non-referenced entity. These entities share the
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property that they cannot be deallocated anymore, thus they will have exactly
the same future, namely they will be “floating” in the black hole ad infinitum®3.
Some explanations on the rules of the symbolic semantics are in order:

o (NEW-s) If v is the only variable having a reference to an entity X; (i.e.,
X; = {v}), the state becomes unbounded (if this is not already the case)
and the black hole @ implodes X; since it cannot be referred to anymore.
In this case, B’ = EU{&}, i.e., the sets E and E’ have the same entities.
However, X; represents a new entity in the target state since X; ¢ cod(\).

If v is either undefined or there exists another variable denoting v’s entity,
a new entity {v} is created. A maps every entity onto itself.

e (ASGN-s) If v is defined but is the only variable that has a reference
to its entity, the assignment causes the loss of the reference of the entity
denoted by v. Therefore, this entity is imploded onto &. If w is undefined
also v becomes undefined. Regardless whether the state is bounded or
not, after the transition the state becomes unbounded because @ € E’.

If there is another variable denoting v’s entity or v is undefined then v’s
reference is changed.

o (DEL-s) Straightforward. The entity X; associated with v is removed
from the live entities.

(IF1-s), (IFa-s), (WHILE-s), (SEQ;-s), (SEQ2-s), (PAR;-s) and (PAR3-s) are sim-
ilar to the corresponding rules of the concrete semantics and are not explained
further.

Example 4.4.8. Consider the program PC' of Example 4.4.1 that — as we have
already observed in Example 4.4.5 — has an infinite-state concrete semantics
due to memory leak. Figure 4.14 depicts the corresponding symbolic semantics
Hpc of PC. Note how, by using black-hole abstraction and reallocations, the
automaton is finite-state. o

13 This property enjoyed by imploded entities is only a choice in the design of this particular
example semantics. It is neither an inherent characteristic of £ nor of HABAs. Here the
choice is supported by the fact that we want to reason — among other properties of the
system — about memory leak. Moving to an operational semantics with automatic garbage
collector is straightforward. For example, this could be done by changing the condition on
the black-hole imposed in the transitions. It could be substituted by @ € E = & ¢ dom(\)
which would correspond to a very eager garbage collector that runs at every transition.
Alternatively, the simple operational rule

la] —4q [l

could be added that corresponds to the possibility for the system in an unbounded state to
choose nondeterministically between the execution of the statement or the execution of the
garbage collector. This last choice would be more coherent with the real existing systems
using garbage collection. In Chapter 5 we take the opposite direction and we define an
operational semantics with automatic garbage collection.
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v1i=W Prod || Cons
v] = w; Buffs

T 10O {vi1}

- PC new(vy)
new(v1) U {'Ul}
v 1= vy
del(vg)
" Prod || Cons PTO-d_H QtJan
pPC ‘w1 = w; Buffs v] := w; Buffs
vl = W del(vg)
Q vz} D{vi,v2} [ 7| @

new(v1)

. del(v

Prod || Cons
pPC H v1 = w; Buffs

Q) O] 2

==V

del(vz)

N Mo = vy

new(vy)

fael(v2)

new (v

Figure 4.14: Symbolic semantics of PC of Example 4.4.1.
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4.4.4

4.5

Relating the concrete and symbolic semantics

The theory developed in Section 4.3.3 can be applied here in order to com-
pare the concrete and the symbolic semantic of a given program p w.r.t. the
languages accepted by the two automata and, consequently, the set of A¢TL-
formulae satisfied. In particular, the next theorem relates A, and H,.

Theorem 4.4.9. For any p € L: A, is an expansion of H,.
Proof. See Appendix A.3. O

It thus follows that H, and A, are equivalent: due to Theorem 4.3.10, they
accept the same language up to isomorphism and therefore (by Corollary 4.3.12)
they satisfy the same A¢TL-formulae. Theorem 4.4.9 increases its relevance
— at least for the application of model checking techniques — when combined
with the essential property of the symbolic semantics ensured by the next result:

Theorem 4.4.10. For any p € £: H, is finite state.
Proof. See Appendix A.3. O

More precisely, for By the number of partitions of a set of k elements, |$;qz|
the size of the longest sequential statement in p and m the number of sequential
components in p, we have:

|PVAR|

PVar
Q| < [smel™ - 142 3 (' " ')Bk
k=1

By, is known as the Bell number and has a non-trivial asymptotic behaviour [87],
nevertheless, O(2") < O(B,) < O(n!). Thus, @4, is exponential in the num-
ber of sequential components m in p. Whereas if m is constant then |Q,|
can be approximated by O(2/PVARI . Bipvag|)- As the symbolic semantics is
deterministic, the number of transitions is of the order O(m - |@Q4,]).

Although the result given in this section holds for a simple language, we
believe that it may be extended to more interesting programming languages.
For instance, £ may be enhanced, in order to model the precise mechanism of
creation and destruction of objects in object-oriented programming languages.
In Chapter 5 we will extend £ in order to deal with dynamic references.

Model checking A//TL

In this section, we define an algorithm for model-checking A¢¢TL-formulae
against a HABA. The algorithm extends the tableau method for LTL — intro-
duced for the first time in [77] and summarised in Section 2.1.6 — to A(TL.
We will evaluate A¢¢TL-formulae on states of a HABA by mapping the free
variables of the formula to entities of the state. It should be clear that, in prin-
ciple, any such mapping resolves all basic propositions: a freshness proposition
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x new holds if and only if x is mapped to an entity that is new in the state,
and an entity equation x = y holds if and only if x and y are mapped to the
same entity. In turn, the basic propositions determine the validity of arbitrary
formulae.

There are, however, two obstacles to this principle, the first of which is
slight and the other more difficult to overcome:

e It is not always uniquely determined whether or not an entity is fresh in a
state. Our model allows states in which a given entity is considered fresh
when arriving by one incoming transition (since it is not in the codomain
of the reallocation associated with that transition), but not when arriving
by another (since according to the reallocation, the entity is the image of
an entity in the previous state).

This obstacle is dealt with by duplicating the states where such an am-
biguity exists. In general, there will therefore be as many duplicates of a
given state as it has incoming transitions with distinct codomains.

e For variables (of the formula in question) that are mapped to the black
hole, entity equations are not resolved, since it is not clear whether the
variables are mapped to distinct entities that have imploded into the
black hole, or to the same one.

To deal with this obstacle, we introduce an intermediate layer in the
evaluation of the formula on the state. This additional layer consists of
a partial partitioning of the free variables; that is, a set of nonempty,
disjoint subsets of the set of all free variables. An entity equation is then
resolved by the question whether the equated variables are in the same
partition. It is the partitions, rather than the individual variables, that
are mapped to the entities of the state.

Duplication

The first aforementioned problem is illustrated by the HABA H in Figure 4.15.
Here, entity e in state g2 is old if transition ¢1 —, , g2 is taken. On the
contrary, e3 is new in go if we consider the transition g3 —,_ 2 (where A3y =
). Furthermore, in the initial state g3 the entity es is new. However, it
becomes old after the transition g4 — . g3

Definition 4.5.1. For a HABA H = (X, Q, E,—,I,F), the duplication of H
is the HABA Hs = (X,Q', E',—', I’ | F') where

o Q' ={(q,Eg\cod(N) [ ¢ € QN q" =, q} U{(a, N) | I(q) = (N,0)};
o E'(q,M) = Ey;
e —/ is defined by the following rule:

q—y q
(Qa M) -)/A (q/v Eq'\COd(A))
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Figure 4.15: Ambiguity of the “new” entities: e3 can be either new or old
depending from the incoming transition.

(q1,9)

€2

(@i {es}) (@2, {es})

Hs

Figure 4.16: The duplication Hs of the HABA in Fig. 4.15.

(N, 0) if I(q) = (N, 0)

!
o I': (¢, N)— { undefined otherwise

« F'={{a. M) € Q' |qg€ F} | Fi € F},

The set of variables X is unchanged. States are pairs (¢, M) where M C E,
is the subset of entities that are considered new in (¢, M). Initial states are
defined according to initial valuations in I. In the definition of the transition
relation, for every ¢ —, ¢’ in ‘H, a corresponding transition (¢, M) —, (¢', M’)
in ‘Hs is defined, provided that M’ corresponds precisely to the set of entities
that are new according to A, that is M’ = E,\cod(\). The set F’ contains
those states resulting by the duplication of the original accept states.

Example 4.5.2. The duplication Hs of the HABA in Figure 4.15 is shown in
Figure 4.16. The original state g is duplicated in (g2, @) (where es is old) and
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(g2, {e3}) (where es is new). The initial state (g3, {e2}) is explicitly added in
order to have es new. O

A HABA and its duplication are equivalent in the sense of the following
lemma.

Lemma 4.5.3. L(H) = L(Hs).
Proof. See Appendix A.4. O

Assumptions. In the remainder of this chapter as well as in Appendix A
where the proofs are reported, we assume that the necessary duplication has
been carried out already: that is, we will assume that a state ¢ € ) is a pair
where the second component is a set N, C F, that contains the entities that
are new n q; i.e., such that

e ¢’ —, ¢ implies Eg\cod(\) = N,
e I(q) = (N,0) implies N = Nj.

Note that, we can henceforth assume that I has just 6 as its image — the
component N is now uniquely associated with q.

Another assumption needed below is that every quantified variable actually
appears free in the sub-formula; that is, we only consider formulae 3z.¢ for
which 2 € fv(¢). Note that this imposes no real restriction, since Jz.¢ is
equivalent to Jz.(z alive A ¢).

Before we can present the model checking construction, we have to introduce
a number of auxiliary notions.

Valuations

A valuation of a formula in a given state is an interpretation of the free variables
of the formula as entities of the state. Such an interpretation establishes the
validity of at least the atomic propositions within the formula, i.e., the sub-
formulae of the form & = y (which holds if z and y are interpreted as the same
entity) and x new (which holds if x is interpreted as a fresh entity). Because
we also want to allow the black hole as an interpretation, though, it is not
enough to have a simple mapping from variables to entities: such a mapping
still would not reveal whether two entities mapped to the black hole are mapped
to the same instance imploded into the black hole. Therefore we first collect
the variables into disjoint sets, the elements of which are considered equal, and
map these sets of variables to entities.

Definition 4.5.4 (Valuations). Let £ C Ent™. An E-valuation is a triple
(¢, E,©) where ¢ is an ATL-formula and

e = is a partial partitioning of fu(¢); that is, = = {X1,..., X,,} such that
FCX;Cfo(p)forl<i<nand X;NX; =0 for1<i<j<n (but
not necessarily |J; X; = fv(¢), which would make it a full partitioning).
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e O: = — F is a function mapping the partitions of = to E, such that ©
is injective whenever it maps away from co — i.e., ©(X;) = O(X;) # oo
implies 7 = j.
This is easily lifted to the states of a HABA: (¢, Z,0) is a ¢-valuation (for
some q € Q) if it is an Ey-valuation (if [¢]) or Eg°-valuation (if |q]). We
write V(¢), ranged over by v, to denote the set of g-valuations of ¢, and V to
denote the set of all g-valuations.

Preliminary notations. We denote the components of a valuation v as
(¢, 20, 0y). From a partition interpretation © we can easily construct a
“proper” (partial) interpretation ©: fu(¢) — Ent™ by flattening'* ©:

0: 2+ 0(X) ifz e X € dom(O). (4.12)

A technicality: below we will need to restrict partial partitionings = and map-
pings © of a valuation (¢, =, ®) to sub-formulae of ¢, which means restricting
the underlying sets of (free) variables upon which Z and © are built to those
of that sub-formula. For this purpose, we define

Sle = {XNfu)| X € EXN o) # o)
O1¢ = {(XN (). O(X))| X € dom(®), X N fo(e) # &)} .

We can now define the atomic proposition valuations of a state ¢ of a HABA.
These are those g-valuations of basic A¢/TL propositions (i.e., freshness pred-
icates and entity equations) that make the corresponding properties true.

Definition 4.5.5. Let H be a HABA and ¢ € Q. The atomic proposition
valuations of q are defined by the set AV, C V, of all triples (¢, =, ©) for which
one of the following holds:

* p=tt;
e o= (r=y),and z,y € X for some X € Z;
e ¢ = (znew), and z € X for some X € = such that O(X) € Ny.

In our setting, it is straightforward to see that x = y is true in v if both
x and y belong to the same set. Similarly x new holds when the set X —
containing z — is mapped by © to some fresh entity in N,.

Closure. Along the lines of [77], we associate to each state ¢ of a HABA
a set of g-valuations, specifically aimed at establishing the validity of a given
formula ¢. For this purpose, we first collect all A¢¢TL-formulae whose validity
is possibly relevant to the validity of ¢ into the so-called closure of ¢. This
includes especially all sub-formulae of ¢, but also = if ¢ is in the closure, X—)
if X4 is in the closure, and X(31 U1g) if ¥1 Utps is in the closure. Formally:

14Here the term “flattening” does not have to be confused with the same term used in the
OCL jargon. There flattening stands for an automatic mechanism that deals with nested
collection types (cf. Section 3.4.3).
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Definition 4.5.6. Let ¢ be an AlTL-formula. The closure of ¢, CL(¢), is
the smallest set of formulae (identifying —— with ¢) such that:

o, tt, ff € CL(9);

o € CL) il ¢ € CLO);

o if 1 V s € CL(¢) then ¢1,42 € CL(9);

o if 3.9 € CL(¢) then ¢ € CL(¢);

o if Xy € CL(¢) then ¢ € CL(9);

o if =X € CL(¢) then X—1) € CL(d);

o if 1 Udhs € CL(¢) then b1, b, X(tb1 Uha) € CL().

Example 4.5.7. The closure of the formula ¢1 = Jz.(x new A z # y) is:

CL(QsZ) = {tt7 fF7 ¢15 _'¢17 (‘T new A x 7£ y)a
—(x new Az # y), x new, =(z new), z # y,x = y}.

Similarly, the closure of ¢o = XJx.x # y is:

CL(¢2) = {tt7 fFa ¢25 _‘ng, X_|(E|l’l' 7é y)7
~X=(Fz.x #y), Jvr #y,~(Cra #£y), v #y,x =y}

O

Since valuations map (sets of ) variables of a given formula to entities, possi-
bly to the black hole, it is important to know how many of these variables have
to be taken into account at most. This is obviously bounded by the number
of variables occurring (free or bound) in ¢, but in fact we can be a little more
precise: the number is given by K(¢) defined as

K(¢) = max{|fo(y)| | ¥ € CL(9)} . (4.13)

The interesting case for the model checking construction is when one or more
variables are indeed mapped to the black hole. Among other things, we will
then have to make sure that sufficiently many entities of the state have imploded
into the black hole to meet the demands of the valuation. For this purpose, we
introduce the black number of a function, which is the number of entities that
such a function maps (implodes) into the black hole. For an arbitrary set A
and (partial) mapping a: A — Ent® this is defined by

Qa) = |{a € A| a(a) = 0} . (4.14)

Tableau graph for A//TL

We now construct a graph that will be — as anticipated in Section 2.1.6 —
the basis of the model checking algorithm. The main property of the tableau
graph is that a model for the formula ¢ can be extracted from it if and only
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A1 /,ﬁsoo

Figure 4.17: HABA H; (left) and Hso (right).

if the formula is satisfiable in H. The nodes of this graph, called atoms after
[77], are built from states of a HABA, valuations of formulae from the closure,
and a bound on the black number.

Definition 4.5.8. Given a HABA 'H and an A¢/TL-formula ¢, an atom is a
triple (¢, D, k) where ¢ € Q, D C {v e V,(¢) | ¥ € CL(¢),2(0,) < k} and
k< K(¢) if |¢g] or k = 0 if [g], such that for all v = (¢,=,0) € V, with
Y € CL(¢) and Q(O) < k:

o ifve AV, then v € D;

e if ¢y =)/, then v € D iff (¢/,=2,0) ¢ D;

o if p =Py Vo, then v € D iff (¢;, 2 [¢;,© [¢;) € D for i =1 or i = 2;

o if » = Jz.¢)/, then v € D iff there exists a (¢',Z',0’) € D such that
E=Z1¢,0=0"[¢Yand x € | JZ;

o if 1 = —X¢/, then v € D iff (X~¢/, =, 0) € D;

o if ) = 1y Uty, then v € D iff cither (2, = [ 2, | 1) € D, or both
(¥1,E [ 91,0 [ 1) € D and (X4, Z,0) € D.

The set of all atoms for a given formula ¢ constructed on top of H is
denoted Ay (), ranged over by A, B. We denote the components of an atom
A by (qA, DA, /{JA)

Example 4.5.9. Consider the HABA H; depicted in the left part of Fig-
ure 4.17 where e; and e are new in go and X = {y}. Recall the formula

¢1 = Jx.(z new Az # y)

and its closure from Example 4.5.7. We compute the set of atoms A, (¢1).
Since [qo], for go there is only one atom which is of the form (gg, Do, 0). Ac-
cording to Def. 4.5.5 for the component Dy, the atomic proposition valuation
(,2,0) € AV 4, such that ¢» € CL(¢1) are vy, v1,v2,v3,vs reported in Ta-
ble 4.5 and by the first clause of Def. 4.5.8 they are contained in Dy. By the
clause for negation of Def. 4.5.8 we have that also vs, vg, v7, vs, vg, V10, V11, V12 €
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Dy. Furthermore,

ve, V1 € Dy = w3 € Dy
v7,v2 € Dy = w4 € Dy
V10, V1 € Dy = wvi5€ Dy
V11,02 € Dy = wvig € Dy.

By negation, we obtain vy7,v18, V19, V20, V21 € Do, and by the clause on exis-
tential quantification:

013,014 € Do = w22 € Dy
v € Dy = w93 € Dy
V16 € DO = Vg € DO.

Note that in Dy there are no valuations for —3z.(x new A z # y).
For state ¢; we have three atoms:

(qlleaO)v (qlvDQal)v (q17D352)'

Sets D1, Dy and D3 differ because of the black number. In fact, valuation
(¢, Z,0) in Dy must have Q(0) = 0, while in Dy and D3 it must be Q(0) < 1
and Q(0) < 2, respectively. D1, D, and D3 are computed following the same
pattern used for Dy (and in fact many valuations v € Dy are also in Dy, Do
and Ds). In particular, D; valuations are indicated in Table 4.6. Note that
there are no valuations (x new, =, ©) for any =, ©. Therefore, by negation, in
Dy (see Table 4.6) we have

V17, V18, V20, V27, V25, V26 € D1

Since there are no valuations for x newAx # y, it implies there are no valuations
for 3x.x new A x # y. This, in turn, implies by negation: wveg,ve9 € D;. For
the second atom of ¢g; we have

Dy =D, UB,;

where B (valuations with black number 1) contains the valuations reported in
Table 4.7. Finally,
D3 =Dy U By

where Bs (valuations with black number 2) contains the valuations in Table 4.8.
As for Dy, both Dy and D3 do not contain any valuation of the kind (Jz.(x newA
x #y),Z,0). In fact in g1, the formula ¢; does not hold. O

Example 4.5.10. Using the valuations v of the previous example, we discuss
a more interesting case. Consider the formula ¢o = X3dx.x # y and its closure
from Example 4.5.7. The set of atoms is

AH1(¢2) - {(q05D430)5(QOaDaaO)7(q1;D5aO)a(qlaDgaO)7
(qlania 1)7 (qlaDéa 1)) (q15D7a2)a (qlaD/'Ta 2)}
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Dy

Vo

U1
V2

U3
V4

Us
Vg
U7
Ug
Vg
V10
V11

V12

V13
V14
V15
V16

v17
V18
V19
V20
V21

V22
V23
V24

(tt, @, @)

(x new, {{z}},{z} — e1)
(x new, {{z}},{z} — e2)

(l‘ =Y {{$7y}}, {x,y} = 61)
(l‘ =Y {{$7y}}, {x,y} = 62)'

#Y,9,9)

#y, {a}} {z} = e1)

#y, {z}} {2} = e2)

#y, H{yt {y} — e1)

# vy, {{y}}, {y} — e2)

#y, ot {y}} {z} = e1, {y} — e2)
#y, Hot {y}} {z} = ez, {y} = e1)

(—=(z new), &, &)

(
(
(
(
(
(
(

88 88 8 8 8%

(xnew Az £y, {{z}},{z} — e1)

(xnew Az £y, {{z}},{z} — e2)

(znew Az #y, {{z}, {y}}, {z} = e1,{y} — e2)
(znew Az # y, {{z}, {y}}, {z} — e2, {y} — e1)
(—(xnew Az #£y),d, D)

(—(z new Az # y), {{y}} {y} —e1)
(m(znew Az #y), {{y}} {y} — e2)
(—(z new Az # y), {{z,y}}, {z,y} — e1)
(—(z new Az # ), {{z,y}}, {z,y} — e2)

(Bz.(xnew Az £ vy), d, )

(Fz.(x new Az # y), {{y}}, {y} — e2)
(Fz.(z new Az # y), {{y}}, {y} — e1)

Table 4.5: Valuations in the set Dy.

We compute its elements in details. Instead of a single atom for gg, since ¢o
involves a next operator, we construct two atoms (qo, Dy, 0), (g0, D}, 0). In fact
a formula of the kind Xt does not imply anything concerning the validity of
1 in go. This is also the reason why in the Definition 4.5.8 we do not have a
special clause for the X operator. Thus we distinguish two possibilities, one in
which Xt holds (case D4) and one where =Xt holds (case D}). By the same
argument as the previous example, we have

!
V0, U3,...,011 € D47D4-
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Dy
vo = (tt,9,9)
U3 = (x:ya{{may}jﬁ{xvy} I—>€1)
Us = (l‘ 7é Y, 9, @)
ve = (z#y,{{z}} {z}—e1)
vs = (#y,{{y}{y}—e1)
vir = (o(znew Az #y),d,9)
s = (~(wnew Az #y), {{y}}h {y} — er)
veo = (=(znewAz#y), {{z,y}}, {z,y} — e1)
ver = (=(znew Az #y), {{z}}, {z} — e1)
ves = (—(z new), o, @)
vee = (—(xnew), {{z}}, {z} — e1)
veg = (mIz(xnew Az #£y), T, D)
veg = (m3z.(znew Az #y), {{y}} {y} — e1).

Table 4.6: Valuations set D1

B

V30

V31
V32
V33
V34

U35
V36
U7
V38
V39

V40

(z =y, {{z, y}} {z,y} — o0)

(x # y, {{z}}, {2} — o0)
( 7y, {{y}}, {y} — o0)
(@ #y, {{z} {y}} {z} — e, {y} — o0)
(@ #y, {z} {y}} {2} = 00, {y} = e1)

(~(znew Az # ), {{o}}, fo} — o)

(=(z new Az # y), {{y}}, {y} = o0)

(=(z new Az # y), {{z, y}}, {z, ¥} — o0)

(m(znew Az #y), {{z},{y}}. {2} — e1,{y} — o0)
(m(znew A #y), {{z}, {y}} {z} — o0, {y} — e1)

(—3z.(z new Az £ y), {{y}}, {y} — o0).

Table 4.7: Valuations set Bjy.
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Bs
v = (z#y, {{z} {y}t} {2z} — oo, {y} = o)
vz = (D(@new Az #y), {{z}, {y}},{z} — oo, {y} — o0)
vz = (=(znew Az #£y), {{z},{y}}, {z} — oo, {y} — o).
Table 4.8: Valuations set Bs.
Dy
Vo, U3, V4, U5, Vg, U7, U8, V9, V10, V11
vy = (Frao#y o,9)
vis = Cra#y, {{y}} {y} — e2)
vie = Cra#y, {yt}{y}—e1)
vay = Xz #£y,d,9)
vg = (Xdrvx#y, {{y}} {y} —e1)
vy = XAz #y, {{y}} {y} = e2)
Usg = (_'X_‘(Elxx # y)’ a, @)
vs7 = (X=(3z.x #y), {{y}} {v}—e1)
vss = (Xo(Gz.x #y), {{y}} {y} — e2)
Dj
Vo, V3, V4, U5, Vs, U7, U8, V9, V10, V11
vy = (Frao#y o, 0)
vis = (Frx#y, {{y}}, {y} — e2)
v = (Frx#y {{y}} {y} —e1)
vso = (-XFzx #£y,D,9)
vs1 = (~X3zx £y, {{y}} {y} — e1)
vs2 = (~XJzx #y, {{yt} {v} — e2)
vs3 = (X=(3z.z #y),2,9)
vse = (X2Gzrx #y), {{y}}, {y} —e1)
vss = (XoGza #y), {y}} {y} — e2)
Table 4.9: Valuations set Dy and Dj.
Moreover,

Vg, U7 € D4,Dﬁl = V44 € D4,D£l
v10 € Dy, Dﬁl = w45 € Dy, Dfl
v11 € D4,D£1 =  U46 € D4,Di.

This implies that in D4 and D) there are no triples of the form (—3z.x #
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Ds Dy

(tt, @, 2) (

(2 =y {{, )} {2y} e1) (

(z #y,2,9) (z #y,92,0)

(z #y. {{z}} {2} — 61) (z #y, {{z}} {z} — e1)

(= #y, {{y}}:{y} = e1) (= #y, {{y}}:{y} = e1)

(Fr.x #£y,0,9) (Fr.x £y, 0,9)

(—3z.z #y, {{y}}, {y} — e1) (m3z.x #y, {{y}}, {y} = e1)
(XJz.x £ y,9,9) (—=X3z.x £y, I, D)

(X3z.z #y, {y}t{y} — e1) (=X3z.z # y, {{y}}. {y} — e1)
EﬁXﬁ(ﬂx T H#Y), D, D) EXﬁ(ﬂm.m #y),D,9)

—X=(3z.x #y), {{y}} {y} — e1) X=(3z.x #y), {{y}}, {y} — e1)

Table 4.10: Set of valuations D5 and Dy in Example 4.5.9.

¥, 2, ©) since all possible partitionings of fv(Jx.x # y) are in valuations with the
formula 3x.z # y. Note how Dy has valuations with X (i.e. v47,v48,v49 € Dy)
whereas D) those with =X (i.e., v50,v51,v52 € D}) which in turn implies (by
definition of atom):

Us6, Vs, Usg € Dy

V53, Us4, Uss € D}

respectively. The atoms of state ¢1 are'®: (g1, Ds,0), (q1, D%, 0), (q1, Ds, 1),
(¢1,D§, 1), (¢1,D7,2), (q1,D%,2). The computation of D5 and Df is similar
to Dy and DY, therefore we skip intermediate steps and we indicate only the
resulting valuations in Table 4.10 (note that for both D5 and D{ the first
valuations correspond to vg, v3, vs, Vg, Ug).

For Dg and Dj we take

Ds\{(~Fz.x # y, {{y}}, {y} = e1)} and D\{(=Fz.x # y, {{y}}, {y} = e1)}

respectively, and we extend them in order to include valuations with black
number 1 (recall that atoms with Dg and Dj have Q(0) = 1), that are

V30, V31, V32, V33, V34 € D, D
(they are reported in Table 4.7) and moreover

v33 € Dg,Dé = Usg € Dg,Dé
V34 € DG,Dé = Vg0 € Dﬁ,Dé.

In particular, in Dg and D there are no triples (—(3z.z # y), Z, ©) for any =,
and ©. This conforms with the intuition that the black number is 1, i.e., there
exists one entity in the black hole distinct from e;. Thus —3z.x # y cannot
hold in ¢ .

15 Again the primed version of a set D will be used for formulae of the kind —X1).
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Dg

Us9
V60
V61
V62
V63

V64
V65
V66

Ds\{(—3Fz.z #y, {{y}}. {y} — e1)}
V30, V31, U32, U33, U34

(Fz.z # y, {{y}}, {y} = 0)

(Fz.z # y, {{y}}, {y} — e1)

(XIz.x £y, 2, 9)

(X3z.z #y, {{y}}. {y} — e1)
(X3z.z #y, {{y}}, {y} — o0)

(- X-Jzx.x £y, 9,9)
(=X=3z.z #y, {{y}}, {y} — e1)
(=X—3z.x #y, {{y}}, {y} — o)

Dg

Us9
V60
Ve7
V68
V69

V70
71
V72

D\{(—Fz.z #y, {{y}} {y} — e1)}
V30, V31, U32, V33, U34

(Fz.z # y, {{y}}, {y} — o)

(Fz.z # y, {{y}}, {y} — e1)
(—-XJz.x £ y,d, D)

(=X3z.z #y, {{y}}, {y} — e1)
(=X3z.2 # y, {{y}}, {y} — o0)

(X—Fz.x £ y,, D)
(X=3z.z # y, {{y}}.{y} — e1)
(Xo3z.z # v, {{y}} {y} — o0)

Table 4.11: Valuations sets Dg and Dyj.

Again note that we distinguish between Dg and Dy for valuations with X
and —X. In particular:

V61, U2, V63, V64, V65, Uss € De
!
V67, V68, V69, V70, V71, V72 € Dy.

Finally, it is easy to define D7 and D%:
D7 = DgU {’1}41} and D, = Dé @] {’U41}.

O

Definition 4.5.11. The tableau graph for a HABA H and an A¢/TL-formula
¢, denoted G (¢), consists of vertices Ay (¢) and edges — C A (@) x (Ent™ —
Ent®™) x Ay (¢) determined by

(QaDak)—)A (q/levk/) lff q—’)\ q/a
VXtp€ CL(¢): (Xtp,Z,0)€D < (1,5, 0 ©)e D/,

/ min(K(¢), k + QX)) if
g { 0 if
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A
(g0, Do, 0) " (ql,Dl,

A1

G, (3z.(x new Az # y))

Figure 4.18: HABA H; and corresponding graph Gy, (3z.(z new A x # y)).

In the tableau graph G (¢) there exists a transition between atoms (¢, D, k)
and (¢/, D', k') if in H this transition exists between the underlying states ¢
and ¢'. In this way, G3(¢) mimics H. Furthermore, the transition must be
sound w.r.t. the set of valuations contained in the two atoms. More precisely,
according to the second condition, every valuation with an outer-most next
operator such as (X¢, Z,©) € D must correspond to a valuation (¢, =,0") € D’
and vice-versa. Note that in order to be sound w.r.t. the A¢/TL semantics,
the two functions © and ©' — mapping the partitions of Z onto entities —
must be consistent according to the reallocation ), i.e., © = X o ©. Finally,
the last condition gives a constraint on the number of entities in the black hole
assumed by the two atoms, i.e., k and k’. In particular, if ¢’ is not bounded,
k' corresponds to the sum (up to the upper bound K(¢)) of the number of
entities (i.e., k) in the black hole of the source state and the number of entities
that implode during the transition. The latter is the black number of the
reallocation, i.e. Q(\).

Note that if H is finite-state, then Gy (¢) can be effectively constructed:
the set of atoms is finite for every given state due to the bound K(¢).

Example 4.5.12. The graph Gy, (3z.(z new A z # y)) for the set of atoms
computed in Example 4.5.9 is shown in Figure 4.18 while Gy, (X3z.z # y) for
the set of atoms of Example 4.5.10 is shown in Figure 4.19. Atoms correspond-
ing to accept states of the original HABA are drawn with a double circle'®. In
G, (X3z.x # y), there are only four transitions (self-loops in atoms (g1, Ds, 1)
and (g1, D7,2) and (q1, De, 1) —, (q1,Dg, 1) and (q1, D7,2) —,  (q1, D7,2)).
No other transitions can be set because either the condition on the X operator
or the condition on the black number of Def 4.5.11 is violated in any other
case. For example, valuation vig = (X3z.x # y, {{y}},{y} — e1) is in Dy,

16Formally speaking a tableau graph does not have accept states. However, here we dis-
tinguish these atoms from the others only in order to facilitate their identification that will
be useful later.
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however, (3z.z # y, {{y}}, Ao o {y} = e1) = Fv.z # y, {{y}}, {y} = e1) does
not belong to Ds, therefore there is no transition (go, D4,0) —, (g1, Ds,0).

While, (qo, D4,0) -, (q1, Ds, 1) because the condition on the & component is
not fulfilled as the transition does not implode any entity. O

Example 4.5.13. The right part of Figure 4.17 shows the HABA H, with
the only state g1 (it represents a modified version of g1 of Hi). In this case
A1 implodes e; and therefore in each state a new entity is created. For ¢o =
X3dz.x # y the set of atoms contains precisely those atoms obtained in the
previous example for state ¢;. In fact, in the definition of atoms, the transitions
of the HABA are not taken into account. Atoms for a given ¢ only depend
on E;, Ny and on the (un)boundedness of q. For Hs the resulting graph
G, (¢2) is depicted in the right part of Figure 4.20. In this case the third
component k of the atom plays an active role. Since A; implodes at each
step an entity, the possible transitions in the graph are between atoms of the
form (1, D,k) —, (¥, D,k + 1) with & = 0,1. This is because in general
with a formula ¢, we may need to distinguish up to K (¢) different situations
according to how many entities are imploded into the black hole. Above this
number we do not longer need to differentiate. This explains the transition

(Q1,D772)—>,\1 (Q1,D772)-

A path through a tableau graph is an infinite sequence of states and tran-
sitions, starting at an initial state of the HABA and satisfying the acceptance
condition of the HABA, such that all “until”-subformulae in any of the atoms
are satisfied somewhere further down the sequence.

Definition 4.5.14. An allocation path in Gy (¢) is an infinite sequence © =
(qo, Do, ko) Mo (g1, D1,k1) A1 -+ such that:
1. goroqi A1 -+ - € runs(H);
2. foralli >0, (gi, Di, ki) =y, (@i+1, Dit1, kit1);
3. for all 7 > 0 and all (1 Uve,E,0) € D;, there exists a j > i such that
(Y2, E [P, Aj_1 0+ A0 (O [92)) € Dy

Definition 4.5.15. Given an allocation path = = (go, Do, ko) Ao (g1, D1,k1) A1
- in G (¢), we say that 7 fulfils ¢ if the underlying run p = goog1 A1 - - -
generates an allocation triple (o, N, 6) with a generator (h;);cn such that

o ko = mm(K(q/)),Q(hO)) and
e o, N OE ¢.

If ¢ is clear from the context, we call 7 a fulfilling path.
Furthermore, recall that (cf. Definition 4.3.11) if there exists (o, N,0) €
L(H) such that o, N, 0 = ¢ we say that ¢ is H-satisfiable.

This sets the stage for the main results. We first state the correspondence
between the fulfilment of a formula by a path and the presence of that formula
in the initial atom of the path.
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(g0, D4, 0) s/ (g0, D}, 0) 4

l

q1,Ds,0) (q1, D, 0)

(q1, De, 1) (q1, Dg, 1)

¢I11D712) (qlvD;12)
A1

Gr, (X(Bz.z # y))

0

Figure 4.19: HABA H; and corresponding graph G, (X(3z.x # y)).

=00
Ao —

G, X(Bz.x # y))

Figure 4.20: HABA Hs and corresponding graph G, (X(3z.x # y)).

Proposition 4.5.16. A path 7 in G (¢) fulfils ¢ if and only if there exists
(¢,2,0) € Dy (for some Z, ©) such that I(q) = O.

Proof. See Appendix A .4. O

Furthermore, there is a correspondence between the satisfiability of a for-
mula in the HABA and the existence of a fulfilling path in the tableau graph.
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Proposition 4.5.17. ¢ is H-satisfiable if and only if there exists a path in
G (¢) that fulfils ¢.

Proof. See Appendix A.4. O

Example 4.5.18. The path 7 = (qo, Do, 0)Ao((q1, D1,0)A1)* of Gy (3z.(x new
Az # y)) in Figure 4.18 is fulfilling for ¢1 = Jz.(x new A z # y). On the
other hand, X3x.xz # y is not Hi-satisfiable. In fact, there are no paths in
G, (X3z.x # y) (see Figure 4.19). Finally, X3z.x # y is Ho-satisfiable. The
path (q1, Ds,0)A1(q1, Dg, 1)(A1(q1, D7,2))¥ is a fulfilling path (see Figure 4.20).

O

From now on we can (almost) rely on standard theory (see Section 2.1.6).
The first observation is that a tableau graph can have infinitely many different
paths, therefore looking for a fulfilling path for ¢ is still not an effective method
for model checking. We need the following definitions.

Definition 4.5.19. A subgraph G’ C G (¢) is self-fulfilling if every node A
in G’ has at least an outgoing edge and for every (11 Uy, =,0) € Dy there
exists a node B € G’ such that

[ AZAQ—)/\U A1—>/\1 B W Ai_1—>)\i71 Ai =B
o (V2,2 92, Aim10---Xg0 (O [92)) € Dp.

A prefiz in Gy(¢) is a sequence Ag —y A1 —y =y, Aic1—y, | A
such that Ao is an initial atom (i.e., g4, € Iy) and A; is in a self-fulfilling
subgraph.

Let Inf () denote the set of nodes that appear infinitely often in the path
7. Inf(m) is a strongly connected subgraph (SCS). We can prove the following
implication:

Proposition 4.5.20. 7 is a fulfilling path in G(¢) = Inf(7) is a self-fulfilling
SCS of Gx(9).

Proof. See Appendix A .4. O
Proposition 4.5.21. Let G’ C G (¢) be a self-fulfilling SCS such that

e there exists a prefix of G’ starting at an initial atom A with (¢, =,0) € D4
such that Ir(ga) = ©;

o forall F € Fy : FN{q|(q,D,k) € G'} # &;
Then there exists a path 7 in Gy (¢) that fulfils ¢ such that Inf(7) = G'.
Proof. See Appendix A.4. O

Finally, we can collect all the previous results into the following theorem,
which is the main result of this chapter, stating in essence that the model-
checking problem for A/TL over HABA is decidable.
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Theorem 4.5.22 (Decidibility). For any HABA H and formula ¢, it is
decidable whether or not ¢ is H-satisfiable.

Proof. See Appendix A.4. O

Example 4.5.23. At this point, it becomes interesting to have a final ex-
ample that summarises the complete model-checking procedure. Consider
¢3 = G(Jz.x # y). This formula expresses that there are always at least
two entities. It can be rewritten as

¢3 = - (ttU—-Jz.z # ).
Its closure is

CL(¢3) = {tt,¢3,3z.x #y,X(ttU-3z.z # y),X~(ttU-~3z.z # y),
=1, fF, _|Q53, —Jz.x 7é Y, —\X(tt U-—-dz.x 7é y)7
—X=(ttU -3z # y), x # y}.

We check whether ¢3 is Ha-satisfiable (Hs is depicted in Figure 4.17). Similarly
to Example 4.5.10, the set of atoms is

AH2(¢3) = {(QDDSaO)a(qlaD/SaO)v(thQal)a
(qlaDé’ 1)) (ChaDlOaQ)a (Q1,D/10,2)}~

We just give the final resulting sets of valuation since the computation follows
the same pattern as the previous examples!”.  Sets Dg and Dj contain also
valuations with black number 1.

In particular note that in Dg and Dj there are no triples of the form
(—3x.x # y,0) for any O©. Finally, we have D19 = Dg U {v41} and D}, =
Dé @] {1)41}.

The graph G, (¢3) is depicted in Figure 4.21. The valuation

(~(tU~To.a # y), {y} - 1)

belongs neither to Dg nor Dj, therefore the formula ¢3 = G(3z.x # y) is not
‘Ho-satisfiable. This is in fact correct since in the first state there is only one
entity. However, it is interesting to note that (X—(tt U ~Jz.x # y)),{y} — e1) €
Dj, therefore the path 7 = (g1, D§,0)A1(q1, Dg, 1)(Ao(q1, D}, 2))* is fulfilling
for the the formula X¢5 = XG(Jz.x # y). Hence, X¢3 is Ho-satisfiable. Again
this is correct since in the second state there is already an imploded entity
in the black hole. Although for this example it easy to see that « fulfils X¢s3,
Proposition 4.5.21 can also be used. In particular, (q1, D§,0) is the initial atom
containing the correct valuation of X¢s. Furthermore, (g1, D§, 0)A1(q1,Dg, 1)
is a prefix and (q1, Do, 2)A1(q1, D}g, 2) is a self-fulfilling SCS (note that in D},
there are no valuations for U-formulae but only valuations for negations of
U-formulae). Finally, the intersection between the SCS and the set Fy, is not
empty since q; is the only accept state of Hs. O

"Here, for the sake of brevity, in a valuation (1, =, ©) we skip the second component =
since it corresponds to dom(©).
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Dg

Dy

Vo, V3, Us, Vg, Us,
Gz #y,2)

(~Gzz #y),{y} = e1)

(X(ttU -3z # y), D)
(X(tt U302 % ), {y} - 1)

(= X=(ttU—-Fz.z £ y), )
(= X=(ttU—Fz.x #y),{y} — e1)

((ttU—-Fz.z £ v),2)
((ttU—-Jz.z # ), {y} — e1)

Vo, V3, Us, Vg, Us
Gz #y,2)

(=(Fz.x #y),{y} = e1)

(=X(ttU—Jz.x # y), D)
(=X(ttU—3z.x # y), {y} — e1)

(X=(ttU—3Fz.x # y), @)
(X=(ttU—Fz.z £ y),{y} — e1)

(-(ttU -3z £ y), D)

((ttU—Jz.x #y) {y} —e1)

Table 4.12: Set of valuations Dg and Dj.

Dy

Dy

D\{(=(Fz.z £ y),{y} — e1)}
V30, V31, V32, U33, U34

(Bx.x £y, 9)
(. #y,{y} — e1)
(Fz.z #y,{y} — o0)

X(ttU -3z £ y), 9)
(X(ttU—Jz.z #y),{y} — e1)
X(ttU—3z.x £ y), {y} — o)

(= X=(ttU-Fz.x £ y), 9)
(~X=(ttU-3z.z # y), {y} — e1)
(=X=(tt U=z £ y), {y} — o0)

((ttU—-Fz.x £ y),2)
(U -3z % 9). ) — 1)
((ttU—-Fz.x £ y),{y} — o)

DN\ {(=(Fz.z # y), {y} = e1)}
V30, V31, V32, U33, U34

(Fz.x £y, )
(Bz.x # y, {y} — e1)
(Fz.x # y, {y} — )

(=X(ttU—~Jz.x # y), D)
(=X(ttU—~Jz.z # y),{y} — e1)
(=X(ttU~Jz.z # y), {y} — o0)

(X=(ttU—~Fz.x # y), D)
(X=(ttU—3z.x # y), {y} — e1)
(X=(ttU—3z.z # y), {y} — o0)

(=(ttU—-3z.z £ y), )
(—(ttU—-3z.z #y), {y} = e1)
(-(ttU-3Fz.z #y), {y} — o)

Table 4.13: Set of valuations Dg and Dy.
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45.4

_--=00

A1

(g1, Ds,0) _~|(q1, D, 0)

v A1 A1
_+||(q1, Dg, 1) _~|(q1, D§,1)
HQ A1 A1

I

_~l(q1, D10, 2) ~l(g1, D¢, 2)
A1
1

Figure 4.21: HABA H2 and corresponding graph Gy, (GIz.x # y).

Complexity

We discuss briefly and in a rather informal manner on the complexity of the
algorithm described in Section 4.5. The aim is to find an upper bound to
the worst-case time complexity of model-checking. First we investigate the
construction of the tableau graph. This involves as a preliminary step the
duplication of the HABA. Then we give an upper bound on the number of
steps needed to decide if a SCS is self-fulfilling.

Duplication For a HABA H, let

Tmax = maX{H(Qa)Hq/) | (Qa /\7q/) E-’HH | qvq/ € QH}v

i.e., Tiax is the largest number of transitions between two states of H. The
number of states of the duplication Hs is bounded by:

|QHJ| < |QH|2 . Tmax (415)

as in the worst case for a given state ¢ € Qu we have to create a new state
¢ € Qp, for every incoming transitions of q.

The number of transitions we have to add to construct Hs is linear to |Q; |
because one new transition is enough for every new state.

Note that the largest number of transitions between two states does not
increase after the duplication. Therefore when needed we will use Ti,ax of H.

Graph construction. For a given ATL-formula ¢, note that O(|CL(¢)|) =
O(|¢]) as well as O(K(¢)) = O(|¢|). The construction of the graph is done on
the duplication of H. We have:

| Ay (6)] <211 1Que,] - |0 (4.16)
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because, for every state ¢ € Qz, we have K(¢) atoms if |¢] and each atom
must be duplicated for every formula of the type X¢ € CL(¢).

The complexity of the construction of a single atom (g, D, k) is dictated by
the size of the set of valuations D. It is bounded by the following:

(1Eq| +1)!

|D[ < [4] - By - (EJ+1=|a]!

(4.17)
where B)g| is the [¢[-th Bell number. This formula can be explained as follows:
for a v € CL(¢) we have a valuation for every partial partition of fv(v)).
There are By, (y) of these valuations. We can substitute By, () by B|g| because
By (y)| < Byg|- For each of these partitions we need to consider every injection
to By (last term of (4.17)). We add 1 in order to consider the black hole.
Finally, since in D there are valuations for each ¢ € CL(¢), we multiply by the
first term |¢|.

Let Emax = max {|Ey| | ¢ € Qn}, i-e., Emax is the cardinality of the largest
set of entities in any state of H (and therefore of Hs). Furthermore, let us
denote with Dyyax the cardinality of the largest set of valuations in Ay (¢), i.e.,
Dynax = max {|D| | (g, D, k) € An(¢)}. Since et < (1B, +1)1%!, then
by (4.17) we obtain:

Dinax < |8] - Bjg| - (Bmax +1)!%. (4.18)

Thus, we conclude that the complexity for the construction of a single atom is

of the order O(|¢| - B}y - E ma[x) The number of edges T in G (¢) is bounded
by18
< |AH( )|2 max- (419)

Finally, the cost of the construction of G (¢) is given by summing the
complexity of building Az (¢) and the set of edges respectively. Using (4.15),
(4.16), (4.18) and (4.19) we have:

O(|Ax(9)| - Dmax + |Ar(9)]? - Trmax)

(|47()| - 16| - B - E¥oox + | 42(9)]? - Trnax)

(2191 Qa5 - 1812 (Big - Bltax + 2171 - Q25| - Tinax))
(219 |Qul? T |01 - (Blg| - B + 2191+ |Qne* - T2,,,)).

0
=0
=0

Thus, constructing the graph is:

181n principle, Tmax is of the order O(E,Eg“;") as we can have every possible injective
partial mapping from a set of cardinality Emax to another set of cardinality EFmax. However,
it is reasonable to consider that for big Emax such a bound becomes unrealistic. It is hard
to imagine such a HABA with so many transitions between two states. For example, the
symbolic semantics presented in Section 4.4 is deterministic. Tmax is equal to the number of
parallel components of the program and does not depend on Emax. By this consideration,
for a more sensible general picture of the model checking algorithm computational cost, it
seems reasonable to keep Tmax itself in the complexity measure.
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e O(|Qx]|"), i.e., polynomial in the number of states of H;

e 0211 |¢2- By - Er‘rﬂx), i.e., super-exponential on the size of ¢;

. O(Elﬂx), i.e., polynomial in the largest number of entities in H.

Deciding if a SCS is self-fulfilling. To decide whether a given strongly
connected component G is self-fulfilling, we propose an algorithm consisting of
the following steps:

e Construct a linking structure with nodes (A, 91 U)o, ©) where A =
(¢, D, k) is an atom in G and (¢1 U1s, =, ©) € D, and edges

(AI,Q/Jl U’L/JQ) (__)/) - (Aa 7/}1 UwQa(_))

forall A—, A" with © = Xo©. (Note that the links in this newly created
structure go in the reverse direction w.r.t. the edges of the tableau graph.)

e Appoint in this structure all nodes (A, 11 Uiq, ©) as initial for which
(1/}25 = “/)27 () er) S DA-

e Perform a reachability analysis on the structure thus obtained.

We claim that G is self-fulfilling iff all nodes of this linking structure are reach-
able. For if all nodes are reachable then for all A € G and all (¢ Uis, 2, 0)
there is a path

(An, 1 U, 0,) — -+ — (Ao, Y1 Utha, )

with Ag = A, ©g = O, A0—>/\U L A,, and (1/}2,5 [ o, Ap—10---0Xgo0
(Og [ 2)) € Da,; hence G is self-fulfilling. Vice versa, if for all A € G and all
(1 U2, E,0) € Dy there is a node B € G such that

[ AZAQ—)/\U Ean s W An =B

o (2,22, \n_10---0Xg0 (O [1)2)) € Dp

then also (An, 1/)1 U 1/)2, ®n) — e — (Ao, 1/)1 U ’L/)Q, @0) with @z = Ai,10~ . ~OA00
© is a path through the linking structure, and (4,,¥1 Us,©,) is an initial
node in that structure.

The cost of this analysis equals the cost of building the linking structure
plus the cost of the reachability analysis, which is linear in the size of that
linking structure. The size of this structure is dictated by the number of edges,
which equals the number of edges in G times the number of “U -valuations” in
each atom of G — which in turn is linear to Dy,ax. Thus we obtain the following
worst case cost for establishing whether a given SCS G is self-fulfilling:

O(TG : Dmax)

where T is the number of edges in G.
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4.6

The number of SCS in G(¢) is of the order O(247@)I. T, ). Hence, the
worst time complexity for checking if there exists a self-fulfilling SCS is:

oAl . T . - Ta- Drjax)

(
| |-2!9!
= OO T2 22191 1Qu, - 91 - Blgy - Bifax)
l].
= 0QRE QAL T2 |Qr, [P 6 - By Bufix)
= 02 Tt DIOL T |Quel* 10 - Bigy - Eit)

If we single out the different paramenters we have:
. 0(22\¢‘|¢| |@f® - Byg - Elﬂx) in the size of the formula ¢;
e 0219 . |Q2|%) in the size of the model H;

. O(E]Lﬂx), i.e., polinomial in the largest number of entities in H.

Discussion. Clearly, here the presence of entities in the states and the valu-
ations that must be taken into account produces a rather expensive overhead
with respect to the tableau algorithm for LTL presented in [77] (and sum-
marised in Section 2.1.6) that is only exponential in |¢|. However, as remarked
in [77] most interesting properties about safety and liveness can be formulated
by small size formulae.

Concerning the parameter Fp,.x, in order to have an idea how it may grow,
we can consider the programming language £ of Section 4.4. There Epax is
bounded by the number of variables in the program.

Although, the bound given here is rather rough, more problematic is the
complexity with respect to size of the model since in principle nothing can be
assumed for the cardinality of Q7. The LTL algorithm is linear in the size of
the model (instead of exponential) because it uses mazimal strong connected
components (MSCC) instead of SCS (that are an exponential number). It is
very likely that the same optimisation would provide similar benefits in the
algorithm defined in this section. Nevertheless, in this thesis the emphasis is
in the decidability result while optimisations of the algorithm is postponed to
future work.

Related work

History-dependent automata. History-dependent (HD) automata [83, 84,
90] are the main inspiration for HABAs. An HD-automaton is an automaton
where states, transitions and labels are equipped with a set of local names that
can be created dynamically'®. After the definition of HABAs in this chapter
it is interesting to briefly relate the two formalisms. Reallocation of entities in

YFor a summary on HD-automata in this thesis see Section 2.2.
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HABASs resembles the reallocation of names in HD-automata. HD-automata
and HABAs differ in the way in which entities are referred to. More precisely,
in a HABA, entities can only be addressed by means of logical variables that
can be compared by A/TL-formulae. More important, though, is the novelty
introduced in HABAs by the black hole abstraction. This key feature allows
us to deal with a possibly unbounded number of entities. Another difference
concerns the accepted language. HABAs are automata on infinite words (be-
cause of the generalised Biichi acceptance condition), whereas HD-automata
are defined on finite words.

Spatial logic. Related to A(TL, concerning properties of freshness, is the
recent Spatial Logic (SL) [21, 17]. SL is defined for the Ambient Calculus [19]
and has modalities that refer to space as well as time. Freshness can be identi-
fied in SL using a special quantifier, and has a somewhat different interpretation
than in ATL. More precisely, in SL “fresh” means distinct from any name
used in formula and in the model satisfying it. If there is a fresh name, there are
infinitely many of them (Gabbay-Pitts property [50]). In contrast, in ATL,
if an entity is fresh it means that the entity is used in the current state and
did not appear previously. This conceptual difference has several consequences.
For instance, there exist non-contradictory A/TL-formulae where more than
one distinct fresh entity is identified in the same state. Another difference be-
tween SL and AZ/TL concerns quantification. In SL, quantification is over a
fixed (countable) set of names, whereas in A/TL, quantification ranges over
entities that are alive in the current state. This set is not fixed from state to
state. Therefore, e.g., the ATL formula Va.X¢ is not equivalent to XVx.¢ (cf.
Proposition 4.2.5).

Tableau-based methods. As we have seen in Chapter 2, there are basically
two approaches to model-checking temporal logics: the automata-theoretic ap-
proach (for LTL [109] and CTL [47, 73]) and the tableau method. Tableaux are
typically used for the solution of more general problems, like satisfiability. For
model checking, the tableau approach was first developed for CTL [6, 26]. Our
algorithm is strongly based on the tableau method for LTL presented in [77].

Model checking and logics for object-oriented systems. Model check-
ing tools for object-oriented systems are becoming more and more popular.
However — in the approaches we are aware of — such as Bandera [32], Java
PathFinder [58] and others (see Section 1.4 for a global overview of software
model checkers) dynamic creation of objects is only supported to a limited ex-
tent: the number of created objects must be bounded a priori. Moreover, also
the property specification formalisms are not tailored towards dynamic aspects
of objects (such as allocation and de-allocation).

The paper [112] deals with unbounded number of Java objects and threads.
The approach is mostly based on abstract interpretation and 3-valued logic.
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The main idea is to conservatively represent (via 3-valued logical structures)
many configurations using a single abstract configuration. This clearly relates
with the black hole abstraction. However, the paper deals only with safety
properties and in particular, the emphasis is on the interference between Java
threads, deadlocks, shared abstract data types, and illegal thread interactions.
Furthermore, this technique may falsely report that a safety property may be
violated, although it can never miss a violation. The recent paper [113] (again
based on 3-valued logic) presents a formalism, called Evolution Temporal Logic
(ETL), that in many aspects is rather close to ATL. As A/TL, ETL permits
to express properties concerning the allocation and deallocation of objects and
threads. It uses models with reallocations corresponding to those employed
by HD-automata and by the version of HABAs defined in this chapter. An
abstract-interpretation algorithm, again, sound but not complete, for verifying
the properties is also proposed.






5.1

Dynamic References

Introduction

Pointers (references) are a powerful programming mechanism. They are very
flexible but at the same time error prone due to the so-called complezity of
pointer swing [67, 94] resulting from aliasing: apparently unrelated expressions
may be altered by the assignment to an entity in memory referred to by more
than one pointer. It is difficult to control and to reason about this phenomenon.
Run-time safety violations (e.g., dereferencing null or disposed pointers) easily
arise and their detection cannot be ensured by type systems. Although the
advent of object-oriented languages has limited the use of pointers (at least at
the programming level), the possibility for an object to refer to other objects
is still present in any practical object-oriented model describing interactions
among objects. For example, proper concepts of object-orientation such as
object composition reduces to references between objects. Thus, for reasoning
about object-oriented systems it is indispensable to be able to reason about
the way objects refer to each other.

In order to capture essential information of systems dealing with references,
we introduce a logic, called Aaf¢TL, whose primitives address dynamic alloca-
tion and deallocation of entities and their dynamic pointers. It should not be
surprising that A@f¢TL is both a subset of BOTL as well as an extension (to
pointers) of A¢/TL. Typical properties expressible in Mil¢TL are, for example:

e in object-oriented systems:

— every object reachable from a particular object will be eventually deal-
located.

127
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— objects 01 and o2 belong to disjoint lists.
e in security: no untrusted agent will have a reference to a secret datum.

Along the line of the model checking algorithm defined for A¢/TL (cf. Sec-
tion 4.5), in this chapter, we define another algorithm that checks whether a
NallTL formula is not satisfiable in a given model. Also this algorithm is based
on the construction of a tableau graph [77], however in this particular case due
to a more sophisticated abstraction which allows to describe rather expressive
models, the algorithm may produce false counterexamples.

The models we propose in this chapter are an enhanced version of High-
level Allocational Biichi Automata (HABA) defined in Chapter 4 that in turn
are based on History Dependent Automata [84]. Besides the ability to de-
scribe the dynamic allocation and deallocation of entities typical of HABA (and
HD-automata), the extension we discuss here deals with references (pointers)
between entities that are alive in the same state. From state to state, refer-
ences can be created, removed and modified: i.e., the model describes dynamic
topological structures of alive entities.

In order to achieve finite-state models, we propose an abstraction that is
able to deal with some kind of unbounded systems. In HABAs we use a special
class of entities that model finite but unbounded chains of “concrete” entities.
Our unbounded entities are somehow a specialisation (to chains) of what in
the literature is known as summary node [100]. Unbounded entities provide
HABAs with the capacity to describe, by a single state, an infinite number of
topological structures that can be represented at different level of abstraction.
A precise characterisation of the relation between the different levels will result
in the notion of morphism.

As we have done in Chapter 4, we show that HABAs with references can
be used as a mathematical model for the definition of the semantics of a simple
language with basic object-based notions such as object creation, and naviga-
tion. For this language we define two semantics: a concrete one, that is infinite
state and a symbolic one that is finite state. The relation between the two
semantics is then studied.

This chapter is organised as follows: in Section 5.2 the syntax and seman-
tics of MallTL is defined; in Section 5.3 we introduce ABA and HABA with
references as well as the notion of morphism and an enhanced version of real-
location. Then, in Section 5.4 we study how to relate ABA and HABA with
references. The programming language is defined in Section 5.5 and its op-
erational semantics in Section 5.6. The model checking algorithm is given in
Section 5.7. Finally, we conclude the chapter with an overview of other tech-
niques used for the analysis of pointer structures (Section 5.8). Proofs are
reported in Appendix B.
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5.2

5.2.1

A logic for navigation

In this section, we will enhance A/TL, such that properties about navigation
can be expressed. Navigations are essentially possible when entities reference
each other. In this thesis, we restrict ourselves to the case where every entity
e has precisely one outgoing reference!. This reference is defined for entity e,
if e has a pointer (denoted by .a), otherwise it is undefined. Let LVAR be a
(countable) set of logical variables.

Definition 5.2.1. Let x € LVAR. The syntax of Mal¢TL is defined by the
following grammar:

(¢ €)Nav == nil|z| aa
¢ = a=alanew|a~a|Ixp| | oV | X | dUo.

We refer to elements of the set Nav as navigation expressions. For instance,
the expression x.a denotes the entity referred to by the entity denoted by =
(if any). Similarly, z.a.a denotes the entity referred to by z.a. The suffix of a
navigation expression can be arbitrarily long, therefore we can specify lists of
unbounded length. We write z.a™ (n € N) as a shorthand for x followed by n
successive pointers, that is formally:

SC.(IO = T

z.a"t =

As in AUTL, formula « new holds if the entity denoted by « is fresh in
the current state, i.e., the entity denoted by a did not exist in the previous
state of the computation. Formula oy = s holds if expressions a; and as are
aliases (i.e., they denote the same entity) in the current state. The predicate
a1 ~ ay (read oy reaches ag or ay leads-to «z) means that from the entity
denoted by «; there exists a reference path reaching the entity denoted by as
(i.e., aj.a® = o for some k > 0). As known in the literature, reachability is
not a first-order graph property [34] therefore the operator ~» provide Maf¢TL
with some second order capabilities.

Besides standard LTL abbreviations like G, F, and the others described
in Table 4.1 for A¢¢/TL, throughout this chapter we use the typical Aaf¢TL
abbreviations reporter in Table 5.1.

Semantics

Let Ent be a countable universe of entities ranged over by e, e/, e1,.... AalfTL
formulae are interpreted over infinite sequences of sets of entities (as A¢/TL)
and mappings defining information about mutual references of entities.

1For the purpose of the definition of the logic this restriction to a single outgoing reference
is not essential. It is only used to increase the precision in the abstraction that we will define
later. Lifting the definitions given here to the general case is not difficult (in that case we
would obtain a formalism very close to BOTL. See 3).
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« dead for «a = nil
a alive for —(«dead)
a1 P ag for —(ag ~ ag)

Table 5.1: Typical Aaf¢TL abbreviations.

Let L be a special value such that | ¢ Ent. L isused to represent undefined.
For a set E we write EL = EU{L}.

Definition 5.2.2. An allocation sequence o is an infinite sequence of pairs
(Eo, ,LL())(El,Ml)(EQ, ’LLQ) --- where for i € N:

e u;: B — E such that p;(L) = L.

Function p; gives the reference of the entity pointed to by its argument. Each
W is strict.

Let 6 : LVAR — Ent™ be a valuation of the logical variables. The semantics
of the navigation expression « is given by [] : Nav x (Ent™ — Ent™)x (LVAR —
Entt) — Ent defined as:

[[m'l]]#ﬁ 1
[],, = 0(2)
[[oz.a]]%e = N([[Oé]]u,e)-
Let 0° = (E;, j1;)(Eit1, ftiy1) - - - . For a given allocation sequence o, let E and

w7 denote the first and the second component in the i-th state of o, respec-
tively. The semantics of MlfTL is defined in terms of the satisfaction relation
0,N,0 |= ¢, where ¢ is an allocation sequence, N C E§ is the set of entities
initially new and € is a valuation of the free logical variables of the formula ¢.

Let N7 C Ent (i.e., L ¢ N;) denote the set of new entities in state ¢, defined
as N§ = N and N/ | = E7 | \E7. Let 0 : LVAR — Ent* be a valuation of
the logical free variables in state i (of o) where:

o~ | O0(x) ifVE<i:0(x)€ EY
07 (x) = { 1 otherwise.

Note that once a logical variable is mapped to an entity, then this association
remains along o unless the entity dies, i.e., is deallocated.
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5.3

The expressions x.a.a and y.a eventually

will become aliases F(z.a.a = y.a)

If z1.a° and z2.a are aliases, the entity

associated to y is deallocated before G(z1.0%> = x2.a Ay alive
x1.a% and 2.4 are not aliases anymore = (21.6® = z2.a Uy dead))
Eventually, v will point to an entity

in a non-empty cycle FEz:z#vAz~vAv~ 1)
Variables v and w always point to disjoint

parts of the heap (non-interference) GVz: v~z = w 1)
Every entity reachable from v will be

eventually deallocated Vz : (v~ x = Fz dead)

All and only the entities currently reachable | (Vz : v ~» x = Fz dead)A
from v will be eventually deallocated (Vx : v 4> z = Gz alive)
v’s list will be (and remains to be) Ve :Vy: (v~ zAz.a=1y)
eventually reversed = FG(y.a = z)

A tautology z.a alive = z alive

Table 5.2: Some example properties expressible in Aaf¢TL.

The satisfaction relation |= for AG¢TL is defined as follows:

g, N79 ): ar =ag iff IIal]]p.g,G = [[042]]#8'_’9

o,N,0 = anew iff [a],. €N

o N0 Ea;~ay iff Fk>0: (,ug)k([[al]]#gﬁ) = [[OQ]]%W
o,N,0 = Jx:¢ iff Je€ E§:0,N,0{e/x} =¢

O i o, N0 ¢

o, N0 =oV iff either o, N, =¢ or o,N,0 E ¢

o,N,0 = X¢ iff ol, N7, 07 = ¢

o,N,0 =oUq iff Eli:(ai,Nf,Gf|:1/)ande<i:Jj,Nj‘-’,9§-’|:¢).

Note that the proposition oy ~» ag. is satisfied in case [[OéQ]]ug g = L and
[e] ug,0 can reach an entity with an undefined pointer.

Example 5.2.3. In Table 5.2 are reported some example properties expressible
in Aa¢TL. O

ABA and HABA with references

Throughout this chapter, let M € N be a global constant, M = {1,..., M} and
M* =M U {*} where x is a special distinguished symbol.

We now introduce the concept of cardinality which is the base of the ab-
straction mechanism we will develop (and use) throughout this chapter.

Definition 5.3.1. Let £ C Ent. A function Cg : E — M* is called cardinality
function (on E).
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5.3.1

A cardinality function Cg associates to every entity in E a number (< M)
or the special symbol *. Cg(e) = k < M means that the cardinality of e is
precisely k. Cp(e) = * means that the cardinality of e is some natural number
larger than M. If the set E is clear from the context we simply write C for Cp.

Definition 5.3.2. The unitary cardinality function on FE is the cardinality
function 1g : E — M* such that 1g(e) =1 for alle € E.

We need to define the sum on cardinalities:

n+m ifnme{0,.... M}andn+m< M
nom = .
* otherwise.

We lift the notion of cardinality to sets of entities as follows: if £ C Ent then

C(E) =X cpCle):

The notation », stands for a sum that uses the @ operator defined above instead
of the standard sum on N. Moreover, for n € N let

n] {n tfn<M
M:

x  otherwise.

The global constant M is mostly fixed and therefore if no confusion arise we
will not indicate it explicitly and we write [n] instead of [n]as. The cardinality
function imposes a distinction among entities. For the sake of exposition, in
this chapter, we identify three different classes:

e concrete entities: those with cardinality one;
o multiple entities: those with cardinality neither 1 nor x;
e unbounded entities: those with cardinality *.

For a set of entities F/, we write E* for the subset of its unbounded entities, i.e.,
E* ={e € E|Cg(e) = *}. Bounded entities are either concrete or multiple.

Morphisms

A configuration v = (E,u,Cg) represents a weighted directed graph where
E C Ent is the set of nodes, p defines the set of arcs, and Cg represents the
weights associated to the nodes. Figure 5.1 depicts three configurations as
weighted graphs: 71, 72 and 3. Circles represent concrete entities. Filled
circles represents multiple/unbounded entities. Numbers (or stars) associated
with entities denote cardinalities.

Multiple and unbounded entities provide us with the possibility to abstract
from specific portions of the graph (configuration) thus obtaining a more com-
pact representation of the original graph. In this chapter, we apply the following
abstraction:
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concretization

concretization

abstraction

abstraction

Figure 5.1: A pointer structure and some of its different levels of abstraction.

multiple and unbounded entities represent chains of more concrete
(i.e., with lower cardinality) entities.

The length of the chain represented by a multiple entity e must be consistent
with the cardinality of e. Unbounded entities represent chains of arbitrary
length strictly larger than M. For example, in configuration ; depicted in
Figure 5.1, entities es, es and e; are not concrete. In 72, es has been replaced
by the chain of entities e and ef. Since C,,(e) = 2, this is the only allowed
concretization. We say that v, is a more concrete configuration than v;, or
symmetrically, v; is more abstract than 5. Moreover, the other difference
between ~y; and ~, is that e7 in 77 is replaced by the chain composed by e,
and ef in ;. If we think of e7 as a chain of arbitrary length (larger than M),
this process corresponds to splitting this chain into a chain of arbitrary length
(i.e., er) followed by a concrete entity (i.e., e/). This phenomenon is sometimes
known in the literature as materialisation [100]. Note that we can split e7 in
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infinitely many ways. Any of such splitting yields a graph with a different level
of abstraction than the original one. The level of abstraction depends on the
number of abstract/concrete entities used. In the figure, the three different
abstraction levels are represented by planes of configurations. Thus, 2 is more
concrete than ;. Configuration 3, where entity es of v2 has been replaced
by the chain consisting of ef, eZ, es, and ef’, is more concrete than 2 (and
therefore than ~1).

There exists an intimate relation among 71, 2 and 73. Any of these config-
urations can be obtained by the other by replacing some unbounded/multiple
entities by a chain of more concrete ones or vice-versa by replacing chains
of entities by more abstract ones. These considerations emphasise that these
configurations represent the same pointer structure but at different levels of
abstraction.

In this section, we try to give a general characterisation for such a relation
between configurations (i.e., same pointer structure but different abstraction
level) that will result in a notion of graph abstraction that we call, adopting
categorical jargon, morphism.

Preliminary notation. Throughout this chapter, let
ConF = 25 x (Ent — Ent) x (Ent — M*) (5.1)

be the set of all configurations ranged over by . In the context of a configura-
tion (E, u,C)?, it is sometimes convenient to consider instead of u, the relation
< C E x F induced by p. This is defined as

< ={(e.(€)) | e,u(e) € Ent}.

Note that (L,L1),(e,L),(L,e) ¢ < for any e € Ent. We write e < ¢’ as
shorthand for (e,e’) € <. Furthermore we will freely interchange (E, u,C) and

(E,=,C).
For e € E, let indegree(e) = |{e’ | (¢/,e) € <}|. A sequence of E’s elements
ei1,...,e; is a chain (of length j) if e; < e;41 for 1 < ¢ < j. A set of nodes

E' C FE with |E’'| = j > 1 defines a chain of length j if there exists a bi-
jection f : {1,...,5} — E’ such that f(1),...,f(j) is a chain. In this case,
we define first(E') = f(1) and last(E’) = f(j). E' defines a pure chain if
Ve' € {f(2),...,f(§)} : indegree(e’) = 1 and f is unique. It follows from this
definition that chains consisting of only one element are pure. Moreover, let
E’ be a chain such that E/ C E+. Then, by the definition of <, if L € E’
then £/ = {L1}. In the following, let < be the reflexive closure of <, i.e,
<= ==<U{(e,e) | ec E}.

The next definition defines our notion of graph transformation.

2From now on, for a triple (E, u,C) it is clear that the domain of C is E.
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Definition 5.3.3. (morphism) Let v3 = (E1,<1,C1), 72 = (Fa2,<2,C2)
be two configurations. A morphism h from 7; to 5 is a surjective function
h: E; — E5 such that:

1m. Ve € E3 : h™1(e) is a pure chain;
2m. Ve, € Fy:e <o e’ = last(h~t(e)) <1 first(h=1(e'));
3m. Ve,e' € By :e <1 e = h(e) <2 h(e);

4m. Ve € Ey : Co(e) = C1(h™1(e));
We write h : y1>——7y2 or 11 >—h—>72 if h is a morphism from y; to va.

Condition 1m allows to abstract only pure chains of entities by a single
entity. A single element is a chain of length 1. We require a chain to be pure
in order to maintain the branching topology of ;. Conditions 2m and 3m
preserve the dependency of the entities when going from ~; to 2. Condition
4m requires that the sum of the cardinalities of entities mapped onto the same
element e must be equal to the cardinality of e.

The existence of a morphism between two configurations ensures the cor-
respondence of the abstract shape of the graphs represented by the configura-
tions. The correspondence is up to a certain degree of abstractness given by
the morphism itself.

Example 5.3.4. For the configurations in Figure 5.1, there exists a morphism
ho1 : yo——1 defined as: ho1 | {eg, €1, €2, €4, €5, €6, 5,69} = id and

/ 1
ha1(e3) = es  hai(ef) = es
/ "
h21(€7> = €7 h21(67) = e7.
oreover, there exists a morphism hss : 5 defined as:
M s th t ph h3 Y3 Y defined
/ " ! " -
h32 f {60; €1,€2,€3,€3,€4,€6,€E7,€7, €8, 69} =1d

and

"

h32(€5) = €5 h32(€%) = €5 hgg(eg) = €5 h32(€5 ) = €5.

O

Proposition 5.3.5. For a configuration v there exists a morphism, called
identity morphism, id~ : y>—— defined by id~(e) = e for all e € E,.

Proof. 1t is straightforward to verify that id. satisfies all the conditions of
Def. 5.3.3. O

Definition 5.3.6. Given two morphisms h : y3>——~2 and b’ : y9>——~3, the
composition h' o h : 1 ——y3 is defined by (h' o h)(e) = h/(h(e)) for alle € E.,,.

The composition of two morphisms is also a morphism as stated by the
following:
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5.3.2

Proposition 5.3.7. If h: y>=——+" and b’ : 4/>——~" then b/ o h : y>——~".
Proof. It can be verified that h’ o h satisfies all the conditions of Def. 5.3.3. O

Propositions 5.3.5 and 5.3.7 imply that the set of configurations equipped
with morphisms forms a category.

Example 5.3.8. We can define the morphism h3; : 73— using the mor-
phisms in Example 5.3.4 as hs; = hay 0 hss. O

Definition 5.3.9. Morphism h : y;>——"9 is an isomorphism if and only if
there exists a morphism A’ : y9>=——~; such that h’ o h = id.,. In this case, b’
is the inverse of h and h is the inverse of h/.

If there exists an isomorphism between configurations y; and o we say that
they are isomorphic and write v = v».

Allocational Buchi Automata

Allocational Biichi Automata are basically generalised Biichi automata where
to each state a set of entities and a relation between entities are associated.
These entities, in turn, serve as valuations of logical variables and the references
as valuations for the navigation expressions.

Definition 5.3.10. An Allocational Biichi Automaton (ABA) A is a tuple
(X,Q,E,—,I,F), with

e X C LVAR a finite set of logical variables;
e @ a (possibly infinite) set of states;

e IJ: @ — CONF a function yielding for each state g a configuration v, =
(Eqv Mg ]-E'q)'

e . C (@ x (@ a transition relation;

o [:Q — 2B x (X — Ent) a partial function yielding for every initial
state ¢ € dom([I) an initial valuation (N,0), where N C E, is a finite set
of entities, and 0 : X — Ej is a partial valuation of the variables in X;

o F C 29 aset of sets of accept states.

Notational conventions: we write (¢, N,0) € I for I(q) = (N,0) and ¢— ¢
for (¢,¢") € — and v, for E(g) = . We adopt the generalised Biichi acceptance
condition, i.e, p = qoqi1q2--- is a run of ABA A if ¢; — ¢4+1 for all i € N
and [{ilg; € F}| = w for all F € F. Let runs(A) denote the set of runs of
A. Run p = qoqiqz--- is said to accept the (unfolded) allocation sequence

g = (quvﬂqo)(E%vﬂm)(EQQa,u’q2) - Let

£(A) = {(0,N,0)[3p = qoargz - € runs(A) : p accepts o and I(qo) = (N, 0)}.
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5.3.3

The essential difference w.r.t. ABA (without references) introduced in Defi-
nition 4.3.1 (cf. Section 4.3.1) is that states have associated a configuration
instead of just a set of entities. Note that every configuration in an ABA has
the unitary cardinality function. Thus, every entity in an ABA is concrete.

Notation on morphisms. In the previous definition, the set @ is introduced
because in the definition of the model checking algorithm it is necessary to
define the duplication of HABAs as this was done in Section 4.5.1 for HABA
without references. Apart from this very technical reason, it could be possible
to take as set of states a set of configurations dropping therefore the component
E. The introduction of ) makes it convenient from now on — both for ABA
as well as for HABA (cf, Definition 5.3.21) — to talk about morphisms on
states. In that case, we intend to refer to morphisms actually defined on the
configuration associated with those states. Therefore, in the rest of this chapter
we will freely interchange between states and configurations writing then A :

g——q for h : yy——y and gLq’ for .

Reallocations and HABA

The HABAs (with references) that we will define in this section are intended
to be used as semantical models for programming languages. The execution of
statements is reflected in these automata by some modification on the structure
of the graph defined by a (configuration of a) state. Therefore, from state to
state, the abstract shape of the graph is only preserved for those parts not
involved in the execution of the statement. In particular, modifications in the
structure arise because:

i. entities may be allocated or deallocated (e.g., because of some creation/de-
letion mechanism of the language such as new in Java and delete in
C++);

ii. from state to state some references (pointers) between entities may change
(e.g., because of assignments);

iii. furthermore, multiple or unbounded entities may be disassembled into
several entities, giving a more concrete structure.

The first two cases correspond to real changes in the structure of the configu-
ration, whereas the third case corresponds to a change of representation of the
configuration in terms of the level of abstraction.

Example 5.3.11. Consider configurations 74 and 74 in Figure 5.2. They
resemble configurations v; and 7o of Figure 5.1: in particular, +; is the same
as configuration ~y;, whereas ~4 is a slight modification of v2. Configuration
is obtained from ~{ by the following alterations:

e replacing the reference between ey and e; by the reference between eg
and e4. This may reflect the execution of an assignment.
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€Q €1 €Q €1
€2 ! 1
eo es e * ey GQ\ eq *
O j Qes O—F—> j Qes
2
1"
€6 * e €g 7
\O eg * /7
ey

Vo

Figure 5.2: Two (configurations of) states not related by a morphism.

e Entity eg does not exist in v4. This may reflect execution of a del state-
ment.

e Entities e} and €4 are materialised from es. This usually is not a direct
consequence of the execution of a statement. However, it can be consid-
ered as a kind of rearrangement of the shape of the configuration that can
be useful in particular situations (cf. the assignment rule of the symbolic
semantics in Section 5.6.4).

Note that there does not exist a morphism between 71 and 4 because the two
graphs do not represent the same pointer structure. O

These considerations show that, between states related by a transition in
the automaton, we need a weaker notion of correspondence than the one defined
by a morphism. Namely, the correspondence must be only partial, in the sense
that we might have only correspondence of a subgraph but not of the complete
graph. Moreover, in order to faithfully model modification iii), for every entity
in a state we need to associate possibly more than one entity of the other
state. This weaker notion of correspondence is captured by the definition of
reallocation that is introduced below.

Preliminary notation. Given two sets A1, A and a relation R C Ay x A,
if a € A; we indicate by R(a) = {a’ € Ay | (a,a’) € R} and if a € A3 we write
R~ Ya) = {a’ € A1 | (d',a) € R}. For a subset A C A;, we write R(A) =
Uses Rl@).

A multiset M of a given set A is a function M : A — N. For a € A, the
image M (a) is called the multiplicity of a in M. We write a € M if M(a) #0
(and a ¢ M if M(a) = 0). The sum of two multisets M; and My of A,
denoted by M; + My, is defined as (M; + Mz)(a) = Mi(a) + Ma(a) for all
a€A

Moreover, given a configuration v we extend to sets the relation <., as
follows: let K, E' C E,YL then

E<,E & (E=E ={l}))V(VeeE:3' e E'\{L}:e=<,€¢) (5.2
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We now introduce the concept of reallocation that will be essential through-
out this chapter.

Definition 5.3.12. (reallocation) Let (Ey, <1,C1), (F2, <2,C2) be two con-
figurations. A reallocation X is a function A : Ef- x E3- — M* such that:

1. for all e € Ey : Cy(e) :EQ,GE; e, €’)

2. for all e € Ey : Ca(e) :EQ,GE% A€, e)

3. foralle € Fy : |[{e’€Es | Ae,e/)=x}|<1 and |{e/€Ey | A(L,e')=x}|=0
4. for alle € By : {€/ € E5 | Me,€') # 0} is a chain;

5. forall e € By : {e' € E{- | A(¢/,e) # 0} is a chain.

We write A : (E1,<1,Cl) = (E2,<2,C2) or (E1,<1,C1) :)\—> (EQ,KQ,CQ) if
there exists a reallocation A\ from (Eq, <1,C1) to (Eg, <2,Cs).

A reallocation is a multiset®, with range M*. Accordingly, we write (e, e) €
Aif Ae,e’) # 0 and (e,e’) ¢ X if A(e,e’) = 0. Furthermore, it is often
convenient to treat A as a relation over Ent x Ent x M*. In this case, we
write (e,e’,n) € X if and only if A(e,e’) = n. Another notation we use
(when convenient) is: A(e) = {€’ | (e,e’) € A} and A7!(e) = {e’| (¢/,e) € A}.
Finally we write dom()\) = {e # L | 3e’ # L : (e,€e’) € A} and symmetrically
cod\)={e# L |3e # L:(e,e) € A}

The element 1 is used by the reallocations in order to model birth and
death. More precisely, the birth of an entity e € Es is modelled by relating
it to L, i.e. A(L,e) # 0. Symmetrically, A models the death of an e € E; by
relating it to L, i.e., A(e, L) # 0.

A reallocation allows to change dependencies between entities, in fact if
e1 <1 ez it is not required that entities in A(ej) precede entities in A(e2) ac-
cording to <3 (as is enforced by the definition of morphism, cf. Definition 5.3.3).
The above definition requires the cardinality of entities in the source state to
be consistent with the multiplicity of the outgoing arcs (condition 1). Sym-
metrically, condition 2 forces consistency between the multiplicity of outgoing
arcs and the cardinality of entities in the target state. Condition 3 is meant to
restrict the amount of nondeterminism derived by unbounded entities and to
avoid the creation of unbounded entities. The first part of this condition can
be rephrased by saying that the unknown cardinality of an unbounded entity
e is reallocated only in another unbounded entity e’ whereas for every other
entity in A(e)\{e’'} the precise weight is known. By conditions 4 and 5, the
image as well as the inverse image of entities under A are chains.

Example 5.3.13. Figure 5.3 shows two possible reallocations between (con-
figurations of ) states. Note that Definition 5.3.12 does not exclude the crossing

3Strictly speaking it is slightly different since it may give multiplicity * to a pair (e, e’).
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Figure 5.3: Reallocation examples.

of relations between entities from one state to the other. For example, in the
reallocation depicted on the left of the figure part of ey is reallocated to ey
while part of e; (that precedes ez ) is reallocated to e5 (that is preceded by ey).
It is also not difficult to see that the (configuration of) states in Figure 5.2 are
related by a reallocation. O

Lemma 5.3.14 (impartiality). Let v,~' be two configurations. If v = ~/
then:

eVec Ey:(ANLl,e) #0 & Ve' € E,: \(€,e) =0) (Common Birth)
e Vec E,: (A, L)#0 & (V! € Ey: Ae,e’) =0).  (Common Death)

Proof. By contradiction assume (Common Birth) does not hold, i.e., there exists
e € B, and e € E, such that 1, e’ € A™1(e). By condition 5 of the definition of
reallocation, A7 (e) is a chain, but this is impossible since L cannot be related
with entities to form a chain. Symmetrically, A satisfies (Common Death) since
for all e € E, by condition 4, A(e) is a chain and therefore cannot contain at
the same L and some entities of F,. (|

The previous lemma describe the impartiality property that a reallocation
enjoys w.r.t. birth and death of entities (Common Birth) says that if an entity
is born, it cannot be related with any entity except than 1. Symmetrically,
(Common Death) states that if an entity dies than it can be related only with
1. The combination of condition 1 of the reallocation definition and (Common
Death) (and symmetrically condition 2 and (Common Birth)) forces to transfer
the complete cardinality of e by A(e, L) (and symmetrically A(L,e)).

Example 5.3.15. The reallocation depicted on the left part of Figure 5.4
violates both (Common Birth) and (Common Death). In ¢, e; has two outgoing
arcs. One would indicate that part of e; dies whereas the other arc reallocates
part of e; onto e4. Similarly, the two arcs starting from e, and e3 and reaching
e5 denote that the latter is old . However, the incoming arc from L indicates
that es represents also some new entities. (Common Birth) and (Common Death)
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Figure 5.4: On the left a reallocation violating (Common Birth)/(Common
Death); on the right a reallocation satisfying both these properties.

state that, by conditions 4 and 5, a reallocation rules out explicitly these kinds
of ambiguities. The reallocation on the right part of the same figure satisfies
(Common Birth) and (Common Death). e; dies by mapping the complete
cardinality onto . Similarly eg is new since its cardinality is all provided by
L. O

The relation between morphisms and reallocations is described by the fol-
lowing;:

Proposition 5.3.16. Let v; and v, be two configurations. If v; >—h—>72 then
v1 2 4, where let e € E,, and ¢ € E.,:

Ae,e') = { Cnle) it e’ = hle)

0 otherwise.
Proof. See Appendix B.1. O

Definition 5.3.17. If y; = 7 and 7/} R, 75 with Cr = C,; = 1, we say
that X is a concretion of A\, denoted X > A, if and only if there exist hy, ho
such that:

L =1 and 75="2—
2. X (en,€2) ZRo(es ea)=(ha (e halen)) N (€15 €2)-
3. (No-Cross) Ve,e' € E,;:

hi(e) = hi(e")Vha (N (e)) = ha(N(€))) = (e =y e < Ne) = N(e).

4. Ve € Eyy : (Cyy(ha(e)) = x = e € cod(N));
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A
/72 Abstract level
hl h2
A/
A Concrete level

Figure 5.5: Commutative diagram for concretion of reallocations.

Figure 5.6: Incompatibility between new entities of the symbolic w.r.t. the
concrete level.

A concretion A of X via hy and hs is a reallocation that makes the diagram
depicted in Figure 5.5 commute. Informally, A’ can be seen as a reallocation
that agrees with A, but that is defined on a concrete version of v; and 73, i.e.,
M is defined on configurations ] and ~4 related to 1 and 72 by morphisms.
Condition 4 says that if an entity e is projected on an unbounded one then e
must be old. This gives a correspondence between the number of new entities in
~2 and 5. A reallocation and its concretions have the same behaviour in terms
of fresh entities (cf. Lemma 5.3.19). Note that this condition is necessary. In
fact, consider the reallocation represented in Figure 5.6 assuming that M = 2
and C., (e1) = C,(e2) = . We have X' > A, and although eg € h; ' (cod(N\)),
it is new. This circumstance is ruled out by condition 4. Condition (No-Cross)
prevents the concretion to change the order of entities that are mapped onto a
multiple/unbounded entity or that have as image the same multiple /unbounded
entity. In fact, since a multiple or an unbounded entity corresponds to a chain
we want that the order of the concrete entities corresponding to this chain
is not modified after the reallocation. For example, in Figure 5.7 (up), A’ is
a concretion of the reallocation in the right part of Figure 5.3, whereas \”
(down) is not since it violates (No-Cross). In particular in Figure 5.7 (down),
entities ef, e, ef’ are mapped on the same abstract entity es. However, their
order does not correspond to the order of the (concrete) inverse image e, €5, e5.
Vice-versa, the order of the image of e}, e does not correspond to the order of

their image e’ and ef. The same phenomenon occurs for €5, ef, e and eg.
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Figure 5.7: Concretions prevent reshuffling of entities in the concrete states.

A consequence of constraint (No-Cross) is that given an abstract entity
e € E,,, its associated concrete entities — i.e., all the elements of the set
hi'(e) — enjoy a common fate: either all of them survive the reallocation or
all of them die. This fact is formalised in the following:

Lemma 5.3.18 (common fate). If 7, 2 75 and 7} . 5 and N > A,
then
Ve E, :Ve',e” € hit(e): V() ={L} & N(") = {L}).

Proof. By contradiction. Assume there exist e/, e” € hy*(e) such that \'(¢/) =
{L} and N (e”) = {€} # {L}. We can choose ¢’,e” such that ¢’ <., €” or
e <y €. Assume ¢ <, €’. By (No-Cross), since hi(e) = hi(e”) = e
and e’ <,/ e" it follows X' (e’) <,; X' (e”) which — by (5.2) — implies that
L <, € that is impossible. On the other hand, assume e” <., €’ that by
(No-Cross) implies \'(e”) <,; A'(e’). But then by (5.2) there must exists a
e € B,y NN(€') such that € <., . But again this is a contradiction because
E,nXN()=2. O



144

Chapter 5 — Dynamic References

Figure 5.8: ) violates the common fate property.

Note that the property of common fate does not hold in absence of (No-
Cross). The reason has to be sought among the large variety of consequences
yielded by unbounded entities. Consider Figure 5.8, and assume M = 2. Since
A(e1, e2) = *, the second condition of &> does not reveal that eg is deallocated
because A(es, er) @ A(eq,es) ® A(es,e9) = +. However, X' does not satisfies
(No-Cross) because eg <4, e5 but A'(eg) A, A'(e5). Therefore A and A\’ do not
have the same behaviour w.r.t. deallocation of entities related by morphisms.

Lemma 5.3.19. If 1, A v2 and ~yq N ~5 and X > X via hy and hg then:
a) By \cod(X) = hy ' (Ey, \cod(\))
b) EZ, C cod(N).

Proof. See Appendix B.1. O

The relation > is neither reflexive nor symmetric, but, it is transitive:

Lemma 5.3.20 (> transitivity). Let ¢; 2 g2, ¢} 2 ¢, and ¢f 20 qh.
Then:
NN ANBA) = N>

Proof. See Appendix B.1 O

We are now in the position to define the enhancement of HABAs able to
deal with pointer structures.

Definition 5.3.21. A High-level ABA (HABA) with references H is a tuple
(X,Q,E,—,I,F) with X, Q, F as in Def. 5.3.10, and

e /: @ — CoONF a function that associates to each state g € @ a configu-
ration v, = (Ey, ttq,CE, ).

e - CQx (Entx Ent—M*) x @, such that if ¢—, ¢’ then 7, 2, Vg -



5.3 ABA and HABA with references 145

Figure 5.9: Example HABA with references modelling a stack.

o [:Q — 2P x (X — Ent) a partial function yielding for every initial
state ¢ € dom(I) an initial valuation (N,0), where N C (E,\E;) is a
finite set of (bounded) entities, and 6 : X — E, is a partial valuation of
the variables in X.

Whereas in an ABA state we only have concrete entities, this is no longer
true in a HABA: the corresponding enforcing condition on the cardinality func-
tion of configurations (of an ABA) is now relaxed. The condition N C (E,\Ey)
on the initial state is needed since we want to keep track of the number of new
entities in every state. For HABAs without references (cf. Definition 4.3.4)
this was not necessary as the black-hole is not a proper entity.

Sometimes it is useful to specify, the precise range of the cardinalities used
in a given HABA H. We write C(H) = M if M is the global upper bound on
the cardinality of the entities, i.e., if for all ¢ € Q, cod(C,) C M*.

Example 5.3.22. Figure 5.9 shows an example HABA with references. It
models a system where at every step either an entity is created or deallocated.
Creation/deletion follows a LIFO policy (i.e., the system modelled is a stack).
From state to state there are two transitions: one with a dashed reallocation
that models creation (and insertion in the stack), and a transition with a dotted
reallocation that models the deletion (and extraction from the stack). For
example, in state g3, entities that are created are accumulated in ey (following
the dashed reallocations). The dotted reallocation extracts entities by splitting
e2 and remapping it on e; and ey respectively. Entity e; is not remapped and
therefore deallocated. The system starts with only one entity in the initial state
q1- The accept state is go, therefore the automaton models a system in which
every computation has infinitely many times a stack with two entities. o

HABA with references are used to generate models for Aaf¢TL. The mech-
anism exploited here is similar to the one used in Chapter 4 for A/TL and
HABA without references.

Definition 5.3.23. A folded allocation sequence is an infinite alternating se-
quence
(Eo, pos Lig) Ao (1, 1, L )A -+
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where for i 2 07 (Eiaﬂi; 1E1) £_> (Ei+1,,lj,i+1, 1Ei+1)'

Note that because of the unitary cardinality functions, in the previous def-
inition, A; (¢ > 0) may associate at most one entity in F;;1 to an entity in E;.
Another consequence is that folded allocation sequences can be used together
with to obtain an alternative semantics for Aal¢TLdenoted by =¢. This is
done by giving a new definition for N7 and 67 (defined in page 130) as follows.
For an allocation triple (o, N, 0) let:

. [N ifi=0
N = {Ef\cod()\fl) otherwise. (5.3)

7 = 4 ifi=0
%= { AJ_1 067, otherwise (5.4)

where the composition between a (concrete) reallocation
(Ea My 1E) :/\>_> (E/7 Mlv 1E’)
and a valuation of the logical variables 0 is given by:

o[ e iff(z)# L and A(x),e) =1
Aof(z) = { 1 otherwise.

The semantics given by |=¢ is equivalent to |=,, hence folded and unfolded
allocation sequences are equivalent models for A@#¢TL (the reader is referred
to Section 4.2.4 for details).

Runs of a HABA generate folded allocation sequences. The correspondence
between allocation triples and runs of HABA is given in terms of morphisms
in the following definition.

Definition 5.3.24 (generator). A run p = goAoq1A1--- of HABA H =
(X,Q, E,—,I,F) generates an allocation triple (o, N, §), where o = A~ - - -
is a folded allocation sequence, if there is a generator, i.e., a family of morphisms
h; from 7 to g, satisfying for all i > 0:

1. )\f > \; via h; and hi+1;
2. I(qo) = (N',hgo8) and N = hy ' (N');

By condition 1, the morphism in the generator must preserve the realloca-
tions in the run. In particular, \? is a concretion of A; (for ¢ > 0). Condition 2
imposes a correspondence between the set of initial entities and the interpreta-
tion of the logical variables in the state gy and the first state of the allocation
sequence.

Runs of a HABA are defined in the same way as for ABA. Let runs(H)
denote the set of runs of H and

L(H) ={(o,N,0) | 3p € runs(H) : p generates (o, N, 0)}.
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Relating HABA and ABA

In this section, we study how to relate ABAs and HABAs with references w.r.t.
their generated languages and, therefore, the set of Naf¢TL-formulae that they
satisfy. First of all, we introduce a simulation preorder (denoted C) between
a HABA and a concrete one (i.e., a HABA where every entity is concrete).
The intuition behind C is that whenever H T H’, then H’ can simulate all
behaviours of H, but the converse does not necessarily hold. That is, H’ may
exhibit more behaviours than H.

Definition 5.4.1. Let H = (X,Q, E,—, I, F) such that C(H) = 1 and H' =
(X, Q" E', =" I F').

1. A binary relation C C @ x (Ent — Ent) x Q' is a simulation if and only
if for all g1 Cp, ¢ it holds:

a) "1
b) if g1 —, g2 then 3N, hy such that

i) ¢1—x @& N @2 Ch, 45
ii) A N via hl, ho

2. H' simulates H (written H C H’) if and only if there exists a simulation
C CQ x (Ent — Ent) x Q' such that:

a) for all ¢ € I there exists ¢’ € I' and h with I'(¢") = (N, h o 0) such
that:

— qCy ¢ and
= I(q) = (hH(N),0);
b) there exists a bijective ¢ : F — F’ such that
VFeF:(VgeF: (3¢ €ey(F),3h:qCh ).

Hence, a state ¢’ simulates ¢ if they represent the same pointer structure
(condition 1.a). Every transition of ¢ can be simulated by ¢’ with a proper
transition whose reallocation is a concretion of the reallocation of the transi-
tion of q. The target states simulate each other and (because of 1>) have a
corresponding set of new entities (condition 1.b).

The second part of the previous definition specifies when a HABA simu-
lates another one. Condition 2.a) requires that every initial state in H has a
corresponding (simulating) initial state in H’ and there is correspondence in
the initial valuation. Condition 2.b) says that every accept state in ¢ € F' € F
is simulated by an accept state ¢’ € F/ € F'. The bijective function ¢ enforces
that every F' € F' is considered so that the generalised Biichi acceptance
condition of H is ensured to exists in H’.
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Figure 5.10: A HABA simulating the one in Figure 5.10

Example 5.4.2. The HABA H depicted in Figure 5.10 (left) models a FIFO
queue. In the initial state there is only one entity. At every step either a
new entity is created and enqueued (transitions with dashed reallocations), or
the system nondeterministically performs a step where the first entity of the
queue is extracted and deallocated (transitions with dotted reallocations). H
is infinite-state since the queue can grow unboundedly. The HABA H’ (where
C(H’) = 2), depicted on the right side of the figure, simulates H. O

The comparison between HABAs and ABAs involves also a notion of iso-
morphic folded allocation sequences. The concept is introduced in the next
definition.

Definition 5.4.3.

e Two folded allocation sequences o1, 09 are isomorphic (written o1 2 o9)
if there exists a family of isomorphisms (h;);en such that for all ¢ > 0,

1. h;: 0’1[i]>—>0‘2[i]
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2. A;Tl > )\;-72 via hi,hi+1.

e Two allocation triples (o, N,6) and (o/,N’,6') are isomorphic (written
(o0,N,0) = (¢/,N",0") if 0 = ¢, dom(f) = dom(¢’), N = ho(N) and
0 = ho o 6.

Isomorphic allocation triples are the same up to renaming of entities. It is
therefore not surprising that they satisfy the same set of Aaf¢TL formulae, as
stated in the next result.

Proposition 5.4.4. For Aal/TL formula ¢ and folded allocation sequence
!
o,0"

(0,N,0) = (c',N",0") = (o,N,0 ¢ iff o/,N',0' = ¢).
Proof. Straightforward by induction on the structure of ¢. O

The next important proposition states the relation between the language of
HABAs related by a simulation relation.

Theorem 5.4.5. If H T H' then L(H) C L(H').
Proof. See Appendix B.1. O

In case of HABAs without references defined in Chapter 4 we had equality
between the language of H and Exp(H). Here, the situation is more complex
because of the abstraction by unbounded entities. H’ describes more behaviours
of H, or equivalently we can say that, H' models spurious behaviours that
are not actually present in the concrete system at hand. Nevertheless, the
definition of simulation provides a means to compare different models w.r.t.
the satisfiability of Maf¢TL formulae.

Definition 5.4.6. Given a HABA H and a Ma/¢TL-formula ¢ we say that:
o ¢ is H-satisfiable if there exists (o, N,0) € L(H) such that o, N,0 | ¢;
e ¢ is H-valid if for all (o, N,0) € L(H) : 0, N, 0 = ¢.

The previous definition corresponds to the one given for A/ TL-formulae.
It implies that ¢ is H-valid (A-valid) if and only if —¢ is not H-satisfiable (A-
satisfiable). For ABA A the definition for A-satisfiability and A-validity can
be given in precisely the same way.

The relation between models related by a simulation relation is given by
the following result.

Proposition 5.4.7. For HABAs H and H' such that H C H’ and Na{TL-
formula ¢:
¢ is H'-valid = ¢ is H-valid.

Proof. Straightforward from Theorem 5.4.5. O

The converse does not hold as illustrated in the next example.
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Example 5.4.8. Consider the following formula:
¢ = GX(Bz:znewAz.a#nil)V (Jy:y.a=nil AXydead)] (5.5)

expressing that in every step of the system either a new entity is created (which
is enqueued) or an existing entity not pointing to any other one (i.e., the first
of the queue) is deallocated. It is easy to see that ¢ holds in every allocation
sequence generated by a run of H in Figure 5.10, i.e., ¢ is H-valid. However, ¢
is not H’-valid because, in the second state of H’ there exists a self loop with
a reallocation mapping every entity to itself. Note that H does not have such
transition. By taking this self-loop no entities are created or destroyed. Hence,
¢ does not hold in every allocation sequence generated by H'. O

Relating folded and unfolded allocation sequences. As for A/TL, we
can relate folded and unfolded allocation sequences with references in a straight-
forward manner. The next definition introduces a special kind of reallocation
which is useful in order to establish this relation?.

Definition 5.4.9. For two configurations v and +’ such that C [ E; N E, =

C' | E, N E,, a reallocation ~y .30 ~" is called identity reallocation if for all
ecE,and e € Ey:

0 otherwise.

id(e, ') = { Cyle) ife=¢

We indicate an identity reallocation by id.

Two configurations (and therefore states) related by the identity realloca-
tion may differ only in the links between entities and because some entity has
born or has died. The condition on E, and F, says that an entity not related
to itself must be related to L (in which case is born or dies).

For an unfolded allocation sequence o = (Ey, po, 1)(E1, 1, 1)(E2, g2, 1) - - -
let id(o) be the folded allocation sequence

id(0) = (Eo, po, 1)ido(Er, p1, 1)id 1 (Ea, pi2, 1)idg - - -

where (F;, p;, 1) i (Eit1, ti+1,1). The two sequences satisfy the same set
of NaffTL formulae: one on the unfolded semantics of MilfTL |=, and the
other on the folded version, i.e., =y:

Proposition 5.4.10. For any Mal¢TL formula ¢ we have o, N,0 =, ¢ iff
id(0),N,0 =5 ¢.

Proposition 5.4.11. For every ABA A there exists a HABA H such that
given a AaflTL formula ¢, we have ¢ is A-valid if and only if ¢ is H-valid.

41t will also be useful for describing reallocations in the transitions of the symbolic oper-
ational semantics (cf. Section 5.6.4).
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5.5

5.5.1

Proof. Let A = (X,Q,E,—,I,F), then we define H = (X,Q,E,—',1,F)
where —' is such that

1—4q = q—q
where 7, 24, Vg - Hence H is defined as 4 with an identity reallocation on
the transitions. It is clear that

L(H)={(c',N",0")| (¢/,N',0") = (id(c), N,0) and (o, N,0) € L(A)}.

Therefore from Propositions 5.4.10 and 5.4.4 it follows that every A-valid for-
mula ¢ is also H-valid and vice-versa. O

We indicate the HABA H defined in the proof of Proposition 5.4.11 by
id(A). By Propositions 5.4.7 and 5.4.11, in order to verify a A@¢TL-formula
¢ on an A we can alternatively verify it on a HABA H that simulates id(.A).
This is particularly interesting when A is an infinite model whereas H is finite.
In fact provided we have an effective method to check the validity of Aal¢TL-
formulae on finite HABA this can be used to extend the methodology to infinite-
state systems.

Example 5.4.12. The formula ¢ = GF(VaVy : x = y) stating that the queue
will have infinitely often only one entity is H’-valid because only H' accept
state has only one entity, and in an accepting run it is visited infinitely often.
It follows that ¢ is also H-valid. O

A language for navigation

In this section we introduce a simple programming language, called £,,, dealing
with pointers. It is an extension of the language £ defined in Section 4.4. £,
gives some insight into the kind of systems that can be modelled by HABA
with references. Similar to £, we will define the semantics of £, in terms
of ABA and HABA. The first semantics is very concrete and intuitive, but
infinite-state, whereas the second is symbolic and finite. In Section 5.6.6, we
will study the relation between the two semantics.

Syntax

Let nil be a special syntactic constant. For PVAR a set of program variables
with v, v; € PVAR, and such that PVAR N LVAR = &, the set of statements of
the language £,, is given by:

(pe)Lly, = declvy,...,vn:(s1 |- || sk)

(s €)Stat == new(a)| del(a) | a:=a|skip|s;s

| if b then s else s fi | while b do s od
(¢ €)Nexp == nil|v|aa
(be)Bexp == a=a|bVb|-b
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5.5.2

A program p is thus a parallel composition of a finite number of statements
preceded by the declaration of a finite number of global variables.

Informal semantics of £,,. new(a) creates (i.e., allocates) a new entity
that will be referred to by the expression «. If « is the only way to refer to
entity e, say, then after the execution of new(a), e (being not reachable) is
automatically garbage collected together with the entities reachable from e.
del(«) destroys (i.e., deallocates) the entity associated to «, and makes o and
every other pointer pointing to it undefined. The assignment «; := a3 passes
the reference held by as to ;. Again, the entity a; was referring to might
become unreferenced and therefore may be garbage collected. As assignments
create aliases they introduce non-trivial side-effects. Sequential composition,
while loop, skip, and conditional statement have the standard interpretation.
Meaningless statements and expressions as new(nil), del(nil), nil.a will be
ruled out at the semantical level (cf. Section 5.6).

The differences between £,, and the language £ (studied in Chapter 4) are
essentially two:

e the possibility to use navigation expressions instead of simply program
variables;

e the use of automatic garbage collection. This will become clear when we
define the semantics.

Example 5.5.1. The following £,, program is a classical example often re-
ported in the literature (e.g., see [12, 94, 100]). It reverses a list originally
pointed to by the variable v.

decl v,w,t :

w = nil;

while v #£ nil do
t:=w;
w = v;
vi=0.q;
w.a :=t;

od;

t := nil;

Adding program variables to Aa/(TL

NallTL expresses properties about logical variables LVAR. Given a program,
p=decl v,...,v, : (1] -+ ||sk), in principle it is not possible to talk about v;
(1 <i < n)in MllTL-formulae. For software verification this would represent
a severe limitation. We would like to add this feature to Aaf¢TL so that prop-
erties involving the (declared) program variables DeclPVar = {v1,...,v,} C
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5.6

PVAR (with v; # v; for @ # j) of p can be naturally formulated. To model
DeclPVar, we use a special set of entities PV = {e,,,..., ey, } C Ent that are
alive in every state of the allocation sequence. We assume the existence of a set
of free logical variables DeclLVar = {xy,,...,x,, } such that the interpretation
function is:
V(zy,;) = €, V1<i<n. (5.6)
Notice that since entities in PV are alive in every state of the allocation se-
quence, the interpretation ¢ [ PV will remain fixed.
The value of the logical variables x,, is not very interesting when writ-
ing properties about programs. Rather we are interested in the entity that a
program variable v points to, that is, u(¥(z,,;)). Thus it is convenient to define

UV = Ty, .Q Yv; € DeclPVar (5.7)

as syntactic sugar in the logic. This suffices us to express properties about
program variables.

Furthermore, we would like to exclude PV from the set of entities considered
in the domain of quantifiers. Again this is done by adding syntactic sugar.
Throughout Sections 5.5 and 5.6, we consider the formula 3z : ¢ as shorthand
for

Bz (@ # Ty Ao AT F Xy)) = . (5.8)

Example 5.5.2. The configurations (of the states) of the program in Exam-
ple 5.5.1 — using entities PV ={ey, e,, e, } and the logical variables DeclLVar=
{@¢, Xy, Ty } to Tefer to them — are shown in Figure 5.11. Tt represents the ex-
ecution of the loop manipulating a list with three elements.

The main property we want to verify for the program described in Exam-
ple 5.5.1 is:

v’s list will be eventually reversed
that can be expressed in Mal¢TL (as we have seen before) by:
Ve :Vy: (v~ zAza=y)=FG(y.a=ux).
Moreover, another plausible property could be:
all the elements in v’s list will be eventually contained in w’s list
which is expressed by:

Vi : (v~ z) = FG(w ~ x).

Operational semantics

In this section, we describe how ABAs and HABAs can be used to give a
semantics to programs in our example programming language L£,,.
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Tt Ty Ty Tt Ty T
+ O v w b t O v w b
t:i=w
E——
ey eg €3 eq eg es3
i wim
Tt Ty Ty Tt Ty Tw
¢ O w t O v w
vi=v.a
e
e1 e2 €3 e1 eo e3
w.a =t
ka3 gy LI Way, e Ty Tw
O v w ‘ . w O
ti=w
R
e1 €2 €3 e1 eo e3
wi=v
Tt £ Ty zy Ty T

e1 e2 °3 e eo e3
w.a =t
En Tq Toy N Ty Ty
t v w b t v w b
ti=w
el eo €3 el eo €3
w = v
T Ty T Tt Ty T
¢ WO wQ ¢ v w Q)
vi=v.a

ey eo €3 ey eo €3

Figure 5.11: Execution of the program in Example 5.5.1
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5.6.1

Preliminary terminology, assumptions and results

As discussed in Section 5.5.2, program variables can be modelled by a set of
special entities that are alive in every state. Therefore, given a program p =
decl v1,...,v, : (s1]| - - - ||sk) declaring the set of program variables DeclPVar =
{v1,...,vn}, from now let DeclLVar = {xy,, ..., %y, } and PV = {ey,, ..., €y, }.
Since p is globally given, also DeclLVar and PV will be globally given. The
introduction of PV entails some constraints on some definitions already given.
In particular, we give the following:

Definition 5.6.1 (well-formed configuration). A configuration (F,u,C)
with PV C FE is PV -well-formed if

cod(p) NPV = @ (5.9)
CIPV = 1py. (5.10)

Entities representing program variables cannot be referred to, and are con-
crete. In the rest of this section we consider only well-formed configurations.

Assumptions. For two well-formed configurations ~; and ~» we consider
throughout Section 5.6 only morphisms as well as reallocations that satisfy the
following conditions:

YLy, = h| PV =idpy (5.11)
Y25y = VYee PV:Aee)=1 (5.12)

Conditions (5.11) and (5.12) force the correspondence of the program variables
in configurations related by morphisms or reallocations. These constraints seem
to be rather natural because of the very special purpose assigned to PV (i.e.,
modelling p program variables). In fact, it is convenient — for example, from
state to state of the computation — to have every program variable re-mapped
on itself. Finally, we can see that (5.12) not only forces reallocations to map
e, € PV onto itself, but in combination with (5.10), ensures also that e, is the
only entity that can be reallocated to itself.

Preliminary notation. Let p* denote the reflexive and transitive closure of
the relation {(e, u(e)) | e, pu(e) € Ent} induced by the function p. For configu-
ration vy, and e € E,, 1} (e) is the set of entities in the remainder of the chain
starting with e. Note that e € pu?(e). Moreover, let

(Mpv = (U5 (PV), py [ 15 (PV),Cy T 3 (PV))

be the configuration obtained from -~y after garbage collection, i.e., having as
set of entities those reachable via p, by some program variable in PV. v is
called PV -reachable it E (.., = E..

A special class of morphisms that will turn out to be useful later on are
characterised by the following:
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Definition 5.6.2.

e A morphism h : y=——~' is contractive, denoted h |, if |h=1(e)| > 1 for
some e € Er;

e the shrink factor of a morphism h : v>=——~/, is max {|h=!(e)| | e € E/}.

We write h | if the shrink factor of h is at most C. Non-contractive mor-
phisms have shrink factor 1. A contractive morphism abstracts a chain of enti-
ties into a multiple or an unbounded entity. Note that contractive morphisms
correspond to non-injective morphisms. We introduce the term “contractive”
because it closely resembles the idea that the morphism collapses several en-
tities into one, thus providing a more compact view of the configuration. A
straightforward fact is given by the following observation.

Proposition 5.6.3. Let h : v=——~'. If h is non-contractive then h is an
isomorphism.

Proof. 1t is straightforward to see that h is bijective. In fact, every morphism
is surjective by definition and h is also injective because it is not contractive.
Then, let k' : 4/~ such that h'(e) = h=1(e). K’ is well-defined since h is
bijective and it can be proved to be a morphism. Moreover, by construction
we have b’/ o h = id~. Thus, by definition A is an isomorphism. O

Definition 5.6.4. For a configuration (E, u,C) and entities e, e’ € E, if there
exists n € N such that e’ = " (e), the distance d(e, e’) = n, otherwise d(e,e’) =
1.

Definition 5.6.5. (L-safety) Let L > 0. A configuration (F, u,C) is L-safe if
Ve € PV : (Ve' : d(e,e') < L=C(e') =1).
If a configuration is not L-safe it is called L-unsafe.

Example 5.6.6. The configuration depicted in Figure 5.12 is 2-safe, since

every entity e,,, - , ey, (representing a program variable) has a distance of at
least two from the unbounded entity e. The configuration is not 3-safe, since
d(eys,€) = 3. O

The following result says that isomorphic configurations have the same safe-
ness.

Proposition 5.6.7. For all L > 0: v; 2 v = (11 L-safe & ~, L-safe).

Proof. Straightforward since isomorphic configurations are equal up to renam-
ing of entities. U

Again we should pay some attention on the distinction between a HABA
state ¢ and its associated configuration v when it comes to terminology and
notation. In particular, the concepts just introduced for configurations, like
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Figure 5.12: A 2-safe configuration.

well-formedness, PV-reachability and L-safeness are transferred to states in
a straightforward manner, saying that a state ¢ is respectively well-formed,
PV-reachable, and L-safe if its configuration ~, is so.

In the following, for the concrete and symbolic semantics we will guarantee
that every state ¢ is L-safe, and PV -reachable as well as well-formed.

5.6.2 Concrete semantics

A concrete semantics of £,, is given in terms of ABA. Let Par denotes the set
of compound statements, i.e., r(€ Par) :=s | 7| s.

Definition 5.6.8 (Concrete automaton A,). The concrete semantics of
p=declvy,...,vp: (51 ] -+ | sx) is the ABA A, =(X,,,Q, E,—,I, F) where

i XP = {I’Ulv'-'v'rvn};

e Q C (Parx ConNrF)U{error}, where for state (r,v) € @, r is the compound
statement to be executed, and 7y is a PV-well-formed and PV -reachable
configuration.

e E(r,y) =+ and E(error) = (&, J, @);

— C @ x @ is the smallest relation satisfying the rules in Table 5.3;

o dom(I)={(s1 |-~ sk, PV,@,1py)} and I(sy |- | sk, PV,D,1py)=
(,9) where 9(z,,) = ey, (1 < i< n);
o let
Eio= {(s) ]| sy.,7) € Q| s = skip V s, = while b do s od; s”}
F, = (- |l 7)€ Q| s, = skip V s, = s; while b do s od; 5"}

then F = {F; U {error} | 0 < i < k}U{F; U {error} | 0 < i < k}.
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A few remarks are in order. Every configuration v in a state has 1, because
Ay, is an ABA (cf. Definition 5.3.10). There is a special error state resulting
from an attempt to evaluate an expression a.a, where o does not denote any
entity (illegal statement). The set of logical variables only contains those that
are used to encode the program variables declared in the program p. A, has a
single initial state s1 || - || sg. The entities that are initially alive are those
used for modelling program variables. ¥ gives the standard interpretation for
variables in X, according to our initial assumptions (cf. Section 5.5.2). The
set of accept states for the i-th sequential component consists of all states in
which the component has either terminated (s; = skip) or is processing a loop
(which could be infinite) or is the error state.

Using the interpretation of navigation expressions defined in Section 5.2.1
and ¢ given by the initial state, we define the semantics of the boolean expres-
sions used in conditional statements.

Definition 5.6.9. The semantics of boolean expressions is the function V :
(Bexp x CONF) — B given by (by definition (L = 1) = tt)

- B tt if fa], 5 =[a2],
V(ier =az,7) = { ff  otherwise

V(b1 Vb2,y) = V(b1,7)VV(b2,7)
V(ﬁbvly) = ﬁV(bﬂ’)-

Manipulating configurations. For the definition of the concrete and sym-
bolic operational rules we rely on three operations that are meant to perform
an update on the configuration according to the statement (new, del, or as-
signment) that is executed by the rule.

The first operation, add (v, ) adds to the configuration v a fresh entity, and
assigns the reference to the entity denoted by the expression a. We assume
w.l.o.g. that the set Ent is totally ordered; this is convenient for selecting the
fresh entity in a deterministic way, in fact we can take the first one not used
in v, i.e., min(Ent\E,). The resulting configuration is composed only by PV-
reachable entities, i.e., garbage collection is applied at this stage. Formally, the
function add : CONF x II — CONF is given by:

add(y,a) = (Ey U{e}, uy{e/la], o1, Cy{1/e})pv (5.13)

where e = min(Ent\E,).
The operation cancel(y, «) deletes from the configuration v the entity de-
noted by a. cancel : CONF x II — CONF is given by

cancel(v,0) = (B\{[al,,. ), iy 06,C, T (B[], ,Dpv (5.14)

where Y : B, — E,JY- is defined as

b(e) = L1 ifeepii(la],, o) Uled, o
e otherwise
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In the resulting configuration, every pointer to [« 1,0 are set to 1 by % and
the domain of the cardinality function is restricted to the remaining set of
entities.

Finally, the last operation modify(y, a1, a2) performs an update on 4’s
pointer structure so that the entity denoted by «; will point to [as] 1y 0" This
will be used in the assignment rules. As usual, the resulting configuration con-
tains only reachable entities. The function modify : CONF x II — CONF is

given by
modify (v, a1, az) = (Ey, py{[ez], o/loa], o} Cylpv (5.15)

Concrete operational rules. Transitions for the basic statements follows
the general pattern:
7,y — skip,y’

The configuration of the target state of a transition has a transformation of
the configuration of the source state, and has only reachable entities. The
transformation is carried out by one of the operations (5.13), (5.14), and (5.15)
defined above. If garbage is produced by a transition it is immediately collected
and removed by the application of the operation itself. Furthermore, recall that
a program variable v is syntactic sugar for z,.a. Therefore every navigation
expression occurring in a statement is of the form «.a (or nil). Finally, we write
[a] as a shorthand for [a], ;. We briefly comment on the rules contained in
Table 5.3.

e Assignment. Trying to perform an assignment aj.a := ag results —
by the application of rule (ASGNesor-C) — in a run-time error if g is a
null pointer. Otherwise, rule (ASGN-c) applies®. By the application of
modify(y, a1, ae), the execution of the assignment corresponds to updat-
ing the outgoing reference p([c1]) to the entity denoted by as (e.g. see a
transition resulting from an assignment in Figure 5.11). After the execu-
tion, the assignment statement is replaced by skip that is either consumed
in the context of a sequential composition rule or is blocked. This general
pattern is also followed by rules (NEW-c) and (DEL-c).

e Creation. Unless « is an illegal expression — in which case (NEWeyor-C)
applies producing a run-time error — the reference of the first (fresh)
entity e available from Ent according to the total order is assigned (by
add (7, @)) to the outgoing reference of the entity denoted by «, cf. (5.13).

e Deletion. By (DEL-c), the entity denoted by a.a is deallocated and ev-
ery reference to this entity is cancelled according to the definition of

5Note that if ay is of the form as.a where [[043}]#%19 = 1 the assignment aj.a := ag is
treated by the current semantics as aj.a := nil. Another possible choice in the design of
the semantics could be to treat such statement as “illegal”, and therefore, by the operational
rule give a run-time error by making a transition to the error state. The conversion of the
current approach to the other is straightforward.
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(N EWerror'C)

(NEW-c)

(D El—error‘c)

(DEL-c)

(ASG Nerror‘C)

(ASGN-c)

(|F1—C)

(|F2-C)

(WHILE-c)

(SEQerror_c)

(SEQ;-¢)

(SEQ-¢)

(PA Rerror‘C)

(PAR; )

(PAR;-c)

(ERROR)

[e] =L

new(w.a),y — error

o] # L

new(a.a),y— skip, add (v, a)

[e] =L

del(a.a),y— error

o] # L

del(a.a), v — skip, cancel (v, a.a)

[an] = L

o1.a = a2,y — error

[oa] # L

1.0 := ae,y — skip, modify (v, a1, az)

V(b,7)

if bthen s; else s2 fi,v— s1,7

—V(b,7)
if bthen s; else s2 fi,y— s2,7

while b do s od, v — if b then s;while b do s od else skip fi, ~y

81,7 — €rror
S1; 82,77 — error

/
s1,7— 81,7 N s # error
/ !
51582,7— S1; 52,7

skip; s2,v— s2,7

1<j<k N sj,7— error

sl ---llsjll -1l sx,v— error

1<j<k A sj,7— 8,7 N sj#error
sull o llsg Il Ml skey— sl s Il I s,y

!

skip || - - || skip,y— skip || - -+ || skip,~y

error — error

Table 5.3: Operational rules for the concrete semantics of L,,.
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5.6.3

cancel(y,«.a). Rule (DELenor-c) only applies if a dereferences a null
pointer.

e Conditional and loop. Rules (IF;-c)/(IF2-c)/(WHILE-c) are straight-
forward®.

e Sequential composition. By rules (SEQ;-c)/(SEQs-c) when the first
statement is reduced to a skip statement, it is consumed, if it is reduced
to error, s1; s reduces to error.

e Parallel composition. By (PAR;-c), if one of the components of the
compound statement performs a step, the whole compound statement
can do so, unless an error is produced in which case the whole compound
statement reduces to error. As for the language defined in Chapter 4,
by (PAR2-c), a self-loop in an accept state with a terminated compound
statement ensures that, in a run, it is visited infinitely many times.

e Error. A self-loop in an error state produces accepting runs that have
terminated in an abnormal way because of run-time errors due to the
dereferencing of null pointers.

Proposition 5.6.10. For any L > 0, if ¢ € Q 4, then ¢ is L-safe, PV-reachable
and well-formed.

Proof. Straightforward. In fact, any ¢ € Q 4, has the unitary cardinality func-
tion therefore it is safe by definition. Furthermore, states are PV -reachable by
definition. Finally, ¢ is well-formed; in fact, (5.10) is trivially satisfied and con-
dition (5.9) it satisfied by the initial state. Moreover, modifications of pointers
in the rules of Table 5.3 are performed only by (NEW-c) and (ASGN-c). But
both rules assign entities which do not belong to PV by definition. In partic-
ular, for (ASGN-c) note that [as.a] cannot be in PV because of the syntactic
structure of as.a. O

Canonical form for HABA states

For the definition of the symbolic semantics it is convenient to define the con-
cept of normal form which provides a standard representation (unique up to
isomorphism) for a set of safe states that may be related by morphisms. To
this end we first define a notion that it somehow complementary to safeness.

Definition 5.6.11 (L-compactness). A configuration (E, u,C) is L-compact
if
Ve € E : (indegree(e) > 1 V 3¢’ € PV :d(e',e) < L+ 1).

6As already observed for the assignment rule, note that, b may contain expressions like
a1.a = ag.a where either [[oq]#%ﬁ =1 or [[042]]#7779 = 1. The function V(b,v) return a
boolean value also in this case. As above, such expression are not treated as “illegal” but as
nil. Again, it would not be problematic to adapt this semantics to the opposite approach.
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Figure 5.13: More than one morphism can relate a L-compact state to another.

As usual we extend this notion to states in the standard way: a state ¢ is
L-compact if its configuration v, is so.

Thus, a compact state is a state that can have pure chains only if they are
distant at most L + 1 entities from a program variable. Given two states ¢
and ¢’ one of which is L-compact, in general there might exist more than one
morphism relating them. This is normally the case if the state is not L-safe.

Example 5.6.12. Let L = 2 and the global constant M = 1. Let (cf. Fig-

ure 5.13):
q = ({evvelveQ}a{(evael)v(61762)}7{(67ﬂ1)7(61a*)7(62a*)})
¢ = ({es}U{ei|1<i<6},

{(ev,e1)} U{(es €i1) [ 1 < < B},
{(ew; D} U{(ei, 1) |1 <@ <6}).

State ¢ is L-compact (but not L-safe), however, there exists more than one
morphism between ¢’ and ¢. In fact let hy : ¢'=—¢q and hs : ¢'>—¢q defined

as:
e if1<i<2

h(e:) = {62 otherwise

 [e if1<i<d

hafe:) = {62 otherwise.

Hence, h; and ho distribute entities of ¢’ onto entities of ¢ in different ways.
Figure 5.13 gives a pictorial representation of this situation. hj is represented
by dashed lines whereas ho by dotted ones. o

We now define the notion of canonical form.

Definition 5.6.13 (canonical form). A configuration « is L-canonical (or
in L-normal form) if

e v is L-safe;

e 7 is L-compact.
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A configuration in canonical form enjoys several properties.
Proposition 5.6.14. If a configuration ~ is L-canonical then:
a) 7 is PV-reachable;

b) for every configuration 7/, if there exists a morphism h : v>——~' then
either v =+ or ' is L-unsafe.

Proof. See Appendix B.2. O

The previous proposition shows that if a configuration is in canonical form
then it is in the most compact (safe) form up to isomorphism. In fact, if
compacted further, it would be unsafe.

Proposition 5.6.15. Let 7; and 72 be a PV-reachable and a L-canonical
configurations, respectively. If hy : y1>=——~2 and hg : y1 "2 then hy = ho.

Proof. See Appendix B.2. O

Theorem 5.6.16 (Existence of the canonical form). For every L-safe and
PV-reachable configuration « there exists an L-canonical configuration v’ and
a unique morphism h : y——~'.

Proof. See Appendix B.2. O

Corollary 5.6.17. The canonical form of L-safe configuration ~ is unique (up
to isomorphism).

We call 4" (of the previous theorem) the canonical form of v and indicate
it by cf(y). We write hef(y) for the unique morphism h relating v and cf(7y).

Safe expansions. Theorem 5.6.16 ensures the existence of a unique canonical
form for safe configuration. However, in the definition of the assignment rule
we need to deal with unsafe configurations. We have also seen that an unsafe
configuration can be related to a safe one by more than one morphism. The
following notion defines a finite set of pairs (7, h) where, the first component
~' is an L-safe configuration representing the same topological structure of
a possibly unsafe configuration 7; the second component h is the morphism
relating 4" and ~.

Definition 5.6.18. The set of safe expansions of a configuration ~ is
SExp(y) = {(v',h) | 7/ is L-safe and h |EF1: 4/——n].

In SExp(y) all configurations that are included are related to v by a contractive
morphism (cf. Definition 5.6.2) with shrink factor at most L + 1. This bound
ensures that SExp(7y) is finite (up to isomorphism). Moreover, we will see that
this is enough to include in SExp(7) all the necessary configurations needed for
the definition of the assignment rule in Section 5.6.4.
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srk factor = 3
C(eo) =3

srk factor = 4
C(eo) =4

srk factor = 5

C(EO) =5

srk factor = 5

C(EO) =6

srk factor = 5
C(eg) > 6

Figure 5.14: Example of safe expansions for an unsafe state (case L = 4,
M =2).

Example 5.6.19. Assume the global constant M = 2. Then configuration
74 depicted in Figure 5.14 (left) is not 4-safe. The SExp(g,) contains the
configurations reported in the right part of figure enclosed in the dashed box.
For each of them the shrink factor is indicated together with the corresponding
cardinality of e that the single (configuration of the) state represents. O

Combining reallocations and morphisms. Combining reallocations with
morphisms in general does not result neither in a morphism nor in a reallo-
cation. However, in some special cases the combination of an id reallocation
followed by morphisms defines a reallocation. For the definition of the symbolic
operational rules we are interested in some of these special cases.

The following proposition proves that it is possible to complete the diagram
reported in Figure 5.15 by a reallocation .

n

Proposition 5.6.20. Let v and "' be two L-canonical states. If 4,

v ha ry”>—~—>h2 ~"" such that

(a) Ve € Eym :id ™ (hyohy'(e)) C Ex is a chain and

(b) Cym(e) =+ = L ¢id *(hyohy'(e)).
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Figure 5.15: Diagram of Proposition 5.6.20

Then v 2 4" where:

A= {(er,e2,Cor(hit(er) Nhy'(e2)) [ er € By} U
{(GLC()H@GE\E U
{(L,e,Cym(e)) | e € Eym A hyohy'(e)NE, = o}

Proof. See Appendix B.2. O

We write hy o hi' o (y N v') to indicate the reallocation A\ defined in
the previous proposition. In some cases we will use a simplified version of
ho o hT'o (v 22, 4/) that corresponds to the special case v =4, ~/s>Lry/".
In this case we define:

ho(y=2-") = {(e,hle),id(e,e)) [e€ EyNEy YU (5.16)
{(e, 1.0y (€)) | e € B\Ey U
{(L,h(e),Cynle)) | e € By \Ey}.
As hyohito (v 24 /) also ho (y =4, +/) defines a reallocation provided

that the same hypothesis of Proposition 5.6.20 are valid. This is stated in the
next remark.

Corollary 5.6.21. Let ~, v/ be two L-canonical configurations. If v N
4/ ~" such that

(a) Ve € By :id ' (h~1(e)) C E7 is a chain and
(b) Cyr(e) =+ = L id " (h~'(e)).
then v 2 4" where ho (v =2 +/).

Proof. Straightforward In fact, by Proposition 5.6.20 we have v = 7" be-

cause vy SN ~' L 0 >——>'y " where A, defined in the proposition, is precisely
ho(y=8_ ). O

The composition of id reallocations with morphisms is interesting because
the operation add, cancel, modify — that we will use for the definition of the
symbolic rules — transform a configuration « into a configuration v which is
related to the former by an id reallocation.
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Lemma 5.6.22. Let v be a configuration, and «, o’ be navigation expressions.
Then:

1.y, add(y,w)
2. v 24, cancel(y, )
3.y - SN modify(y, o, ).

Proof. Straightforward. In fact, for the three operation it is easy to define the
corresponding identity reallocations.

1. Fore€ Ey, €' € Eqqd(y,a), let A1y = Eadq(y,q) defined as:

C,(e) ife=¢
noo_ v
Mee) = { 0 otherwise.

N 1 if ¢ = min(Ent\E,)
ML e) = { 0 otherwise.

_ Cy(e) if Ex\Eadd(y,a)
Me, L) = {0 otherwise.

It is possible to verify that A defines a reallocation according to Defini-
tion 5.3.12 and moreover it satisfies the Definition 5.4.9, therefore it is an
identity reallocation.

2. Similar to the previous case. For e € E, e’ € Ecancei(y,a), let Ay
Ecancel(%a) defined as:

, N Cile) ife=¢é
Nee) = { 0 otherwise.

/ _ CW (6) if EW\Ecancel('y,a)
Ne L) = { 0 otherwise.

Like the add case, it can be verified that A’ is an identity reallocation.

3. Similar to the cancel case. For e € E%e’ c Emodify(%ma,)’ let N :~y =
Emodify('y,a,o/) defined as:

” N Cile) ife=¢é
Nee) = { 0 otherwise.

" _ Cy(e) if E'Y\Emodify(%a,a’)
Ne, L) = { 0 otherwise.

Again, like the add case, it can be verified that \” is an identity reallo-
cation.

O
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5.6.4

Symbolic semantics

The concrete semantics of £,, defined in the previous section is rather intuitive,
but results in an infinite state space. For example, this can happen, in our case,
because during the computation the mechanism of entity creation is invoked
infinitely often without equally many deletions. The infinite-state explosion
should not be a surprise since it is a typical phenomenon of concrete semantics
of many formalisms meant to model complex systems. Recall, for instance,
that the language £ studied in Section 4.4 has an infinite state space even for
very simple programs. In this section — in a similar way as in Section 4.4.3 —
we define a symbolic semantics of £,, in terms of HABA with references. We
will exploit the notion of canonical form for states introduced in Section 5.6.3
and we will observe that this helps to achieve a finite-state semantics for every
program of the language.

Assumptions. In the definition of the symbolic semantics, we assume to
know the longest navigation expression occurring in the program p. This num-
ber, denoted by L,, can be determined statically by a syntactic analysis over
p. In any state of the program, L, provides us with an upper bound (in terms
of distance from a program variable) to the most distant entity accessed by a
statement of p. For example, if x.a* is the longest occurring reference expres-
sion in p then L, = 5. Thus we define:

L, =max{n | v.a" occurs in p} + 1. (5.17)

Informal idea of the symbolic model. In the symbolic semantics, we
exploit unbounded entities in order to keep the model finite”. The price to
pay for the resulting finitary treatment of the semantics is an increase in the
complexity of the machinery needed for the definition of the transition system.
In particular, the difficulties inherent to the employment of unbounded entities
are two:

e It may be unclear which entities are involved in the execution of a state-
ment.

e it may be unclear which is the state resulting after the execution of a
statement.

The direct consequence is the unavoidable introduction of non-determinism in
the model. We would like to exploit as much information as possible in order
to minimise the amount of this nondeterminism. For this reason, the symbolic
semantics applies the following strategy:

whenever an unbounded entity appears in a state we make sure that
this is preceded by a chain of length at least L, of concrete entities.

"Here unbounded entities generalise the concept of black-hole used in Chapter 4.
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Figure 5.16: From the 3-safe state ¢ the assighment w := w.a® produces the
3-unsafe state ¢’.

In other words, any state of the symbolic semantics is enforced to be L ,-safe
(cf. Definition 5.6.5). This implies, by assumption on L, (see (5.17)), that
in every state we can precisely determine the concrete entity denoted by any
navigation expression occurring in new or del statements. The major benefit
is that for these statements the operational rules are deterministic and easy to
define. The only source of nondeterminism in the symbolic semantics may be
the assignment statement. In fact, although the entities denoted by both the
expressions on the left-hand side and on the right-hand side of the assignment
are uniquely identified (by L,-safeness assumption), the effect of an assignment
may result in an unsafe state. In general, this happens when variables change
their reference to some entities that are closer to an unbounded entity. For
example, the state ¢ depicted in Figure 5.16 is 3-safe. However, the assignment
w := w.a.a.a produces the 3-unsafe state ¢’. Hence, since we admit only safe
states, it is not possible to take as a result of an assignment ¢’ that merely
results from the manipulation of pointers dictated by the assignment. We need
to consider “safe versions” of ¢/, i.e., more concrete states that represent the
same pointer structure. In terms of Definition 5.6.18, this means to consider
states in SExp(¢’). In general there can be more than one possibility and
therefore a nondeterministic step is unavoidable.

Definition 5.6.23 (Symbolic automaton #,). The symbolic semantics of
p = declvi,...,vp : (s1 || -+ || sx) is the HABA 'H, = (X,,,Q,E,—,I,F)

where

e ) C (Par x CONF) U {error}, i.e., a state (r,7) consists of a compound
statement r, and a PV-well-formed and L,-canonical configuration ~.

e  C QX (Entx Ent— M*) x Q, is the smallest relation defined by the
rules in Table 5.6.4; see Section 5.6.5 for concepts and notation.

and X, E, I and F are defined in the same way as Definition 5.6.8.
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5.6.5

The definition of H, resembles the one given for 4, in many aspects, in
particular concerning the initial state and the accept state, and the reader is
referred to Definition 5.6.8 for comments on these components.

Symbolic operational rules

The rules of the symbolic operational semantics are heavily based on the central
notion of canonical form defined in Section 5.6.3. They follow the general
pattern:

T,y —  skip, cf(v’)

The idea is that the target state is the canonical form of a certain manipulation
of the source state performed — as for the concrete semantics — by one of the
operation (5.13), (5.14) or (5.15). The canonical form must be enforced since
manipulating pointers in the source state (in particular, during an assignment)
may indeed result in a target state that is not L,-canonical (see above). Ob-
serve that since the target state is PV -reachable®, garbage collection is applied
at every transition. Hence, apart from the canonical form, any symbolic rule
resembles the corresponding concrete rule. The only exception is (ASGN-s)
(that we comment below). There exists in general a relation between the real-
location A and the morphism h¢ ('), which we abbreviate with h¢f, as can be
observed in the rules.

In the symbolic operational rules the evaluation of a navigation expression «
is done by the definition of semantics [a] given in Section 5.2.1 and already used
for concrete semantics. This is possible because ), has only L,-canonical states
(that are L,-safe by definition) and therefore, the scope of any expression « is
within the part of the configuration containing only concrete entities. Hence,
for every state in a configuration ~, of a state ¢ € Qs,, the expression [o]

is well-defined.

Mg R

e Creation. Performing new(a.a) results in the canonical form of the
configuration obtained by add(y, «.). Corollary 5.6.21 and Lemma 5.6.22
ensure that this is a reallocation. Performing a new(«.a) statement with
« undefined results in a run-time error. As in the concrete semantics,
this is modelled by the special state error (cf. (NEWepror-s)rule).

e Deletion. The rule (DEL-s) deletes the entity denoted by a.a according
to cancel(v, a.a).

e Assignment As usual, if a null pointer is dereferenced, a run-time error
is produced, cf. (ASGNepor-s) rule?.

8Because of the application of the operations that manipulate the configurations.

9Concerning the possibility to detect a run-time error in case asg is an illegal expression,
the same observation done for the concrete semantics holds also for the symbolic one (cf.
foot note page 159).
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( N EWerror‘s)

(NEW-s)

(DEI—error‘s)

(DEL-s)

(ASG Nerror‘s)

(ASGN-s)

(|F1—S)

(|F2-S)

(WHILE-s)

(ERROR)

(SEQ;-s)

(SEQ3-s)

( PARerror‘s)

(PAR;-s)

(PAR;-s)

[o] =1L
new(a.a),”y — 4 error
o] £ 1

_ id
new(c.a),y —  skip, cf(add(y, a)) A=heroly add(7, a))

[o] =1L

del(a.a),y — 4 error

[o] # L

del(a.a),y—, skip, cf(cancel(y, a.a))

where A = het o (7 24— cancel (v, a.a))

[a] =L

1.0 = Q2,7 — 4 error

foa] # L

a1.a = o,y —, skip, cf(y”)

where (77 1) € SExp(modify(v, a1, a2))
A= heoh o (v X modify(y, i, az2))

V(b,7)

if bthen sy else sa fi,y—,; s1,7

~V(b,7)
if bthen sy else so fi,y—,,; 52,7

while b do s od,y—,, if b then s; while b do s od else skip fi,

S1,7Y — €rror
———— (SEQerror_s) —_—
€rror —  error S1; 82,7 — & €rror

!
s1,7—y S1,7 A s1 # error

7 7
81582, — ) S15;52,7

skip; 52,7 — ;4 52,7

1<i<k N sj,7— error

sull=--Alsill - Il sk, y—g error

1<5<k A sj,7—y 55,7 A s # error

sull sl Mlswy—xsoll---Alsg -l s,y

Table 5.4: Operational rules for the symbolic semantics of £,,.
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modify (v, a1, az2) "

Figure 5.17: Correspondence between the source and the target state in the
assignment rule.

Otherwise, (ASGN-s) applies. Informally speaking, it employs the follow-
ing strategy:

1. First of all, the manipulation of pointers dictated by the assignment
takes place according to modify (v, a1, az).

2. If the configuration modify(y, a1, az) is unsafe, we consider its safe
expansion.

3. Every state having as a configuration the canonical form of a " €
SExp(modify (7, a1, a2)) is a target state of the assignment rule.

Safety can be lost only if in the remainder of the expression considered
by the assignment there exists some unbounded entity. For example,
consider the case where a variable w is assigned with some entity down
in the same list pointed to by w (cf. Figure 5.16).

If in the remainder of the expression we want to assign there are no
unbounded (or multiple) entities, readjusting the pointers performed by
modify(y, a1, a2) according to the assignment and taking the canonical
form suffices, i.e., step 2 is not necessary.

Rule (ASGN-s) is non-deterministic if the set SExp(modify(vy, a1, az))
contains more than one configuration and they do not have the same
canonical form. The existence of the canonical form cf(y”) is guaran-
teed by Theorem 5.6.16. The definition of the reallocation A can be
understood by Figure 5.17. Configurations v and modify(y, a1, as) are
related by an identity reallocation as stated by Lemma 5.6.22. X re-
allocates entities e € E,, ¢ € Ect(4y related by the morphisms A in
SExp(modify(y, a1, az)) and he.

Rules for conditional, while loop, sequential composition, parallel composition,
and run-time error are similar to those in Table 5.3 and are listed here for
completeness. For an explanation, we refer the reader to Section 5.6.2.

Example 5.6.24. Let L = 3 and M = 2. The actual transitions resulting from
the assignment w := w.a® considered in Figure 5.16 are shown in Figure 5.18.
Ya1s Ygs+ Vg5 are the canonical form of the states in SExp(ygy ).

In Figure 5.19, we focus on the steps corresponding to the diagram in Fig-
ure 5.17 taken to obtain the transition ¢ —, ¢1. Only the mapping of the



172 Chapter 5 — Dynamic References
Figure 5.18: Non-deterministic step given by an unsafe assignment.
unbounded entity is drawn. The mappings for the other entities are identities.
State ¢” is obtained by the morphism h |*. The canonical form then reduces
the chain of four elements in one with three elements. O
The next lemma states a corollary of Proposition 5.6.20.
Lemma 5.6.25. A defined in rule (ASGN-s) is a reallocation.
Proof. See Appendix B.2. O
Proposition 5.6.26. If ¢ € Q, then ¢ is L-safe, PV-reachable and well-
formed.
Proof. Straightforward by the definition of Q. O
5.6.6 Relating the concrete and symbolic semantics

In this section, we study the relation between the two semantics we have defined
for £,,. For the language L defined in Chapter 4 we found that the concrete
and the symbolic semantics are actually equivalent. For the special case of L,,,
the correspondence between A, and H,, is stated by the following:
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Figure 5.19: Zoom of the diagram in Fig. 5.17 applied to the assignment of
Fig. 5.18.

Theorem 5.6.27. For all programs p : id(Ap) C H,.
Proof. See Appendix B.2. O

The symbolic automaton simulates the concrete one, therefore the theory
and results developed in Section 5.4 can be applied here to A, and H,,. In par-
ticular concerning the verification of Mif¢TL properties of the program p whose
semantics is given by A, and H,. In fact, as a straightforward consequence of
the previous theorem we have:

Corollary 5.6.28. For every program p and every Aaf¢TL-formula ¢:
¢ is Hp-valid = ¢ is Ap-valid.

Proof. Straightforward application of Theorem 5.6.27 and Propositions 5.4.7
and 5.4.11. O

Finally, the next result gives another important step towards the develop-
ment of techniques for exhaustive state space verification for HABA.

Theorem 5.6.29. For all programs p, 'H,, is finite-state.
Proof. See Appendix B.2. O
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On the refining of the model. The construction of the model H, depends
on the canonical form that in turn is parametric to the number L,. The
precision of the model may be increased by tuning opportunely L,: in fact,
by increasing L,, the corresponding canonical form of the states will be more
concrete. A second parameter that can be used to change the precision of the
model is M. The higher is C(H,) the more concrete is the model. Hence, a tool
that extracts a model from p should be designed to provide the user with the
capability to input L, and M.

Model checking Aa//TL

In this section, we define an algorithm for model-checking A@¢/TL formulae
against a HABA with references. The algorithm is based on the one defined in
Section 4.5 that, in turn, extends the tableau-based method for LTL [77].

As we have done in Section 4.5, we will evaluate Ma¢TL-formulae on states
of a HABA by mapping the free variables of the formula to entities of the
state. Again, these mappings are used to resolve all basic propositions like:
the freshness predicate : new; the entity equation z.a™ = y.a™; and the (new)
leads-to propositions z.a™ ~- y.a™. The same obstacles encountered for A/TL
need to be addressed here, together with new difficulties proper of Aaf¢TL.
These can be summarised as follow.

e It is not always uniquely determined whether or not an entity is fresh
in a state. Arriving in the states from different transitions an entity can
be new or old depending whether or not it is in the codomain of the
reallocation attached to that transition.

As for AITL, this obstacle is dealt with by the duplication of states
defined in Section 4.5.1.

e For variables (of the formula we want to model-check) that are mapped
onto unbounded entities, propositions like entity equation or leads-to can-
not be decided since it is not clear in which instances of the unbounded
entity the variables are interpreted.

To deal with this difficulty, we extend the notion of valuation used for
AUTL (cf. Definition 4.5.4). For Aal¢TL, we define a notion of distance
between the interpretation of the free variables of a formula. Since vari-
ables, say x and y, can be mapped onto the same unbounded entity e, the
distance needs to be sensible to the level of the “instances” of e where x
and y are precisely interpreted!C.

e For the formula ¢ we want to model-check, the HABA can be too ab-
stract. In particular, the global constant M up-to which we have precise

10Tn this context, instances of e are synonym of the concrete entities that e abstractly
represents.
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5.7.1

Figure 5.20: In ¢ is the truth value of z.a® = y ambiguous.

knowledge of the number of concrete entities an multiple entity represents
can be too small with respect to the navigation expressions occurring in
¢. When this is the case, it is not possible to decide equality propositions
and the leads-to predicate.

To overcome this problem typical of HABA with references and Maf¢TL,
we transform the model in an equivalent one where the global constant M
is raised up to a suitable upper bound (dependent from ¢) that provides
correct information for the atomic propositions in ¢. This transformation
process is called stretching.

Stretching HABA

In a HABA 'H an entity can have precise cardinality only up to the global
constant M. In the process of model checking a formula ¢, the abstraction
imposed by M can result to be too strong. In fact, it is necessary to find suitable
assignments for ¢’s variables in order to decide whether it cannot be satisfiable
in H. Thus there exists a dependency between the atomic propositions in ¢
and the constant M. In case M is too small, and therefore the representation
of H is too abstract to support the definition of valuations (cf. Section 5.7.6),
‘H must be unfolded, or as we say, stretched. The stretching process increases
the precision of H states.

Example 5.7.1. Assume M = 2 and consider the state ¢ depicted in Fig-
ure 5.20. Moreover, assume we want to decide if the formula ¢ = z.a® =y
holds in ¢g. The truth value of ¢ changes depending on the number of entities
actually represented by the unbounded entity e. Nevertheless, since M = 2, e
can represents any number of instances strictly greater than 2. In particular,
¢ is true only in the case, e represents precisely 4 instances, and it is false in
every other case. Hence, in g, ¢ can be both true or false. By stretching the
model to a sufficient extent, we can avoid this kind of ambiguities (at the cost
of nondeterminism). O

Stretching means augmenting the precision of the states by increasing the
value of M. This yields for every state with an abstract configuration a set of
states associated to more concrete configurations and represents the same origi-
nal pointer structure (i.e., these configurations are related by morphisms). The
first obvious question is, of course, how much concrete the resulting stretched
HABA should be. Clearly, the risk we run is that the model must be magnified
so much to become infinite which, in the context of model checking, would
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q Abstract level

Concrete level

w z Y x

Figure 5.21: Example of suitable K ().

mean to neutralise the complete system of abstraction built on unbounded en-
tities. Fortunately, for a given formula ¢ we need only a bounded stretching,
since after a certain point, more concrete HABAs would not provide any fur-
ther useful information. For a formula ¢ this bound, written K(¢), is given
by:

K(¢) = max(M + 1, Z max {n+1 | z.a" occurs in ¢}). (5.18)
z€fou(9)

where fov(¢) is the set of free and bound variables of ¢.

Example 5.7.2. Consider the formula ¢; = 3z : Iy : (z = x.a®> ANw.a? = y),
and the HABA state ¢ depicted in Figure 5.21 (top) where a possible given
interpretation of the variables in ¢; is considered. In order to satisfy the
formula, x and y must be interpreted as part of the unbounded entity. It is
clear from the picture that we must consider the unbounded entity to represent
at least 3 entities in order to find a suitable assignment for z and y that makes
the formula true in the state. K(¢1) =9 (=4+3+1+ 1) is obviously enough
to decide the validity of ¢;.

Now consider ¢ = Jz : Jy : (2.a® = z.a®> A w = y.a?) and state ¢’ (cf.
Figure 5.21, bottom part). In this case because of the given interpretation
of the free variable z and the offset .a%, it results that the unbounded entity
must represent at least 6 entities in order to find a suitable assignment for the
variable that makes ¢5 valid in the state. This explains why we need to sum up
the expression related to free variables together with those related to bounded
variables. Note that K(¢2) =13 (=6+3+3+1). O
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Definition 5.7.3 (HABA stretching). Let H = (X,Q,FE,—,I,F) be

HABA such that C(H) = M. The stretching of H up to M (with M < M
is the HABA H M = (X,Q',E',—'.I',F’) where for ¢ € Q let S,
{(@ Fg> 1) | cod(€) € M, C, = [C]ar} then

L4 Ql = quQ Sq,

e E'(q,7) =7

Q

~

e ./ is the smallest relation such that:

As
q1— 492 N Y1 =— 2
(q1,71) =4, (42,72)

YAst A= [Am

o [' = quISq;
o F'={U,er Sq | F' € F}.

The automaton H ﬂM includes for each state g of H the set .S, containing all
the states obtained by assigning to entities with cardinality *, every cardinality
in {M+1,...,M} U {*}. The transition relation —' is obtained from the
original one by adding for every transition ¢ — ¢, all possible transitions
from states in S, to state Sy taking care that there exists a reallocation As
between the configurations of the modified states. This constraint concerns the
compatibility of the new cardinalities of their entities. The initial and accept
states of ‘H ﬂM are those corresponding to initial and accept states of H.

Example 5.7.4. Consider the HABA depicted in Figure 5.22, such that C(H)=
2. The stretching up to 4 is shown in Figure 5.23. In this example we have:

Sq = {a,a2,q3}

Sy = {d1, a2, 45}
Between ¢; and ¢} there are no transitions since A(eq, e4) = *, therefore, every
suitable As(e2,e4) € {3,4, %}, but since Cq, (e2) = 3 and A(ez,e5) # 0 (i.e.,
Cq, (€2) is redistributed between e4 and es) it is clear that there cannot be a
reallocation ¢ s, ¢;. On the contrary, g3 and ¢4 have the configurations
as ¢ and ¢, respectively. However, between g3 and ¢} there exist two tran-
sitions corresponding to the reallocations that assign to the pair (eq,e4) the
multiplicity 4 and .

Consider now, the formula ¢ = x.a® = y where x and y in ¢ have the
following interpretation: 6(x) = e; and 6(y) = e3. In Example 5.7.2 we have
seen that in ¢ (for M = 2) ¢ can be either true of false. In H 14, the ambiguity
is resolved. ¢ holds only in go and it is false in ¢; and g3 since in the latter e
represents at least 5 entities. O

Theorem 5.7.5. For all HABA H such that C(H) = M < M: L(H) = L(H {

Proof. See Appendix B.3. O
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5.7.2

Figure 5.23: The HABA H 4.

Assumptions. In the remainder of this section, we assume that the necessary
duplication as well as stretching have been carried out already: that is, we will
assume that a state ¢ € Q has an extra component N, C E, that contains
the entities that are new in ¢, and that the global constant M equals K(¢) —
1. As for ATL model-checking (cf. Section 4.5), other assumptions needed
below are that every quantified variable is different (i.e., the formula has been
a-converted) and every quantified variable actually appears free in the sub-
formula; that is, we only consider formulae Jx.¢ for which = € fv(¢). Note
that this imposes no real restriction, since 3z.¢ is equivalent to Jx.(x alive A ¢).

Valuations

As for the A/TL model-checking algorithm defined in Chapter 4, in a given
state, a valuation of a A@l/TL formula is an interpretation of its free logical
variables as entities of the state. Such an interpretation is meant to establish
the validity of the atomic propositions within the formula, which in Aaf¢TL
have the form a; = as, anew, and a; ~» as. Because we allow unbounded
and multiple entities as interpretations of logical variables, a simple mapping
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from variables to entities would not be enough to decide these atomic propo-
sitions. Here we face a generalisation of the problem encountered for A¢/TL
where we permitted the interpretation of variables onto the black hole. The
interpretation of the valuations should be able to express not only whether two
variables mapped onto an unbounded entity refer to the same instance or not.
In fact, in the latter case, it should provide us with information about the dis-
tance between the two instances (within the unbounded /multiple entity) where
the variables are supposed to be interpreted. Such information is necessary in
order to decide equality propositions (e.g. z.a? = y.a®) as well as leads-to
propositions (e.g. x.a? ~ y.a%).

For a set of entities E let £—, E+ C LVAR be two special sets of logical
variables defined as:

B~ = {e|ecE}
ET = {eT|e€E}

In the following let E* = E~ U E*. For these special variables, we will have
always a fixed interpretation: variable e~ is interpreted in the first instance of
the entities represented by e, and e™ is interpreted in the last instance of e.

Definition 5.7.6 (Valuations). Let v be a configuration. A v-valuation is a
tuple (¢, ©,0) where

e ¢ is a AallTL-formula;

e O:fu(yh)U E,jf — E, a partial function mapping every free variable to an
entity such that Ve € EX : ©(e™) = O(et) =e.

e 0:(fu(y)U E,Yi) X (fo() U EF) — M*, a partial function that satisfies the
conditions in Table 5.5.

We denote by V., the set of all y-valuations ranged over by v and we write Vj
for V..

The function § is the notion of distance that is used in a valuation to-
gether with the interpretation © to decide the equality and leads-to propo-
sitions. Some comments on the conditions reported in Table 5.5 are now in
order. Condition (DELTA GAMMA 1) enforces the consistency between ¢ and
the cardinality function C, of the configuration. In particular it implies that
{(e7,et) | e€ E*} C dom(6). Condition (DELTA GAMMA 2) gives consis-
tency between § and p.,. Condition (DELTA THETA 1) and (DELTA THETA 2)
relate © and §. (DELTA THETA 1) can be rephrased saying that the distance
between two variables is defined only if the variables are interpreted in reachable
entities. The other direction is also a reasonable property to require. However,
it is not necessary to impose it since it can be derived by the other properties
as stated by the following result.

Proposition 5.7.7. For all v-valuations (¢, ©,4):
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(DELTA GAMMA 1)
(DELTA GAMMA 2)

(DELTA THETA 1)
(DELTA THETA 2)
(DELTA MET 1)

(DELTA MET 2)
(DELTA MET 3)

Ve € Ey:6(e ,et)d1=0C,(e)
Vei,ez € Ey: (e1 <y e2 & 5(61+7€2_) =1)

Va,y € fu(y) :
(z,y) € dom(d) = x,y € dom(O) A O(x) <3 O(y)
O(z)=e & d(e ,x) 2 0A(z,et) =0

(z,z) € dom(d) = d(z,x)=0

(z,9), (y,2) € dom(§) = (z,z) € dom(9)

(xay)7 (12,2) € dom(é) = (6(5572/) D S(y,z) = 6(5672))\/
(6(z,2) ® (2, y) = d(z,y))

Table 5.5: Conditions on a valuation (¢, ©, §).

Abstract Level

Concrete Level

Figure 5.24: An interpretation of the variables corresponding to a valuation.

(a) (3j>0:p 0O(x

)=06(y) # L) = (z,y) € dom(d)

(b) B(x)=0(y) #L = (z,y) € dom(d) V (y,z) € dom()

Proof. See Appendix B.3. O
Corollary 5.7.8. For all y-valuations (¢,0,6) : x € dom(0) = (z,z) €
dom(9).

Proof. Straightforward from Proposition 5.7.7. O

Example 5.7.9. Consider Figure 5.24. Assume that in a valuation, © and §

are defined as follows:

Oy) ,y) =1 O(y)",z) =3
¥,0(y)") =+  ,0(y)")=2
y,x) =2 S(z,y) =L

wv@(y>_) =2 6(27 G(y)_) =2
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And §(w,x) = 6(z,2) = §(w,O(y)") = 6(2,0(y)*) = *. Note that, since O(w)
and ©(z) are unreachable we have é(w,z) = d(z,w) = L. On the concrete
level, for a state where the unbounded entity is instantiated by six concrete
entities, the interpretation given by the valuation corresponds to evaluate the
free variables as depicted in the concrete state ¢’. O

Metrics versus §. Since § expresses our notion of distance, it is somehow
natural as well as interesting to relate this concept to metrics in the context
of metric spaces. For, let us deviate a bit from the exposition of the model
checking algorithm and make a short comparison.

A metric space is a set S with an associated function m : S x § — Rxo
(called metric) satisfying the following properties:

1. Ve e S:m(z,z) =0

2. Ve,yeS:m(z,y) =0 = z=y

3. Vz,y € S:m(z,y) =m(y,z)

4. Vz,y,z € S :m(z,2) < m(z,y) + m(y, 2)

By condition 2, the distance between two points is zero only if these two points
are actually the same. Condition 3 is the symmetric law and 4 is the well-
known triangle inequality. Different choices of metric on a given set give rise
to different metric spaces. If condition 2 is dropped, a pseudo metric space
is obtained, whereas without condition 3, we would obtain a so-called quasi
metric space [104]. As defined in Definition 5.7.6, the partial function ¢ clearly
satisfies postulate 1 of a metric by (DELTA MET 1). Moreover, from condition
(DeELTA MET 1)—(DELTA MET 3) it is possible to derive postulate 4 as stated
by:

Proposition 5.7.10 (triangle inequality).
(2, 9), (y,2) € dom(d) = 6(,2) < 6(x,y) ® 6(y, 2)-

Proof. (z,y),(y,z) € dom(d) implies by (DELTA MET 2) (z,z) € dom(d).
Then, by (DELTA MET 3) we have

§(z,y) Dé(y,2) = d(x,z) or (5.19)
0z, 2) ®(z,y) = d(z,y) (5.20)

If (5.19) holds then the statement of the proposition holds as well. If (5.20)
holds then we have

(z,y) ®6(y,z) = 6(z,2) ©6(2,y) B (y, 2) = 6(x, 2)
that is what we wanted to prove. o

Hence, §, where defined, satisfies condition 1 and 4. By the consideration
described above we could then classify § as a “partial pseudo-quasi metric”.
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Abstract semantics and distance for navigation expressions. We can
adapt the definition of [a] given in Section 5.2 in order to exploit the informa-
tion given by a valuation. First of all let us consider an example that shows
some difficulties towards such definition.

Example 5.7.11. Consider the configuration v represented in Figure 5.25 and
a y-valuation v were 0,(z) = e; and ©,(y) = ey and J, is given by:
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The natural way to define the entity corresponding to expression x.a™ would be
to exploit &, by taking the entity e such that d,(x,e™) < n < §,(z,e™). Hence,
for example, the interpretation of z.a® should be e4 whereas z.a® should be
interpreted onto eg. However, this is too naive. In fact, consider the expressions
x.a™ or x.a%, it is clear that the approach described before does not work since
there are no entities with a distance more than 10 from z, and nevertheless

looking at the configuration, both expressions must point to an existing entity.
O

It is not difficult to see that the problem described in the previous example
stems from the existence of a cycle. In order to deal with it we introduce the
following notion. For a configuration v = (E, pu,C) and a v-valuation v let
C, : (LVAR x N) = M* given by:

Co(z, k) = du(x, O, () ™) @Elgigk C(/ﬂ(@v(x))).

Informally, C,(z, k) returns the cumulative cardinality obtained performing &
steps from the interpretation of z in v, i.e, ©,(z) up to ©*(0(x)) and summing
up all the cardinalities of the entities encountered in between. Note that if
there exists a cycle some cardinality may be considered more than once.

Example 5.7.12. Consider again the configuration v in Figure 5.25. We have:

Co(z,1)=1 Cy(z,2) =4 Cy(x,3)=6
Co(x,4) =7 Cu(z,5)=9 Cu(z,6) =10
Co(x,7) =13 Cu(x,8) =15 Cu(z,9)=16...

Looking at the previous values we can see that performing 7 steps from ©(x), at
the concrete level, we traverse 13 entities, whereas after 8 steps at the concrete
level we visit 15 entities. Therefore, at this point it should be obvious that the
interpretation of x.a'*, should be the entity 18(0(x)). O
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€7 €6

Figure 5.25: A cycle induces a difference between distance and cumulative
cardinality.

Definition 5.7.13. Let v = (E, i, C) be a configuration and v = (¢, 0,6) € V,,.
The abstract semantics of the navigation expression is the function [-], ,

Nav — (Ent™ x (M* U {0})) given by:

[nill,, = (L.0)

(© ( ) 5(0(x)”,z) ®n) if 6(z,0(x)") = n
[z.0"]. . = (? 0O(x),n —Cy(z,j—1)—1) if 6(z,0(x)") <n and
A j=min{k>0|Cy(z, k) >n}
(L,0) otherwise

The abstract semantics of the navigation expression z.a” is defined as a pair
(e, k) where e is either the (abstract) entity in which z.a™ is actually interpreted
or | in case the x.a™ dereferences a null pointer. The second component
k € {0,...M,x} represents the offset of the instance corresponding to x.a™
with respect to the first instance in e. If e = L then k is set to 0. Note
that the value n — C(z,j — 1) — 1 can be computer since n < K(¢) and it
is not *. As expected the semantics of nil does not denote any entity and
therefore is (L,0). As a notation we write [a]' and [o]® for the first and
the second component of [a], respectively. Moreover, [a1] = [az] stands for
[ai]" = [a2]' A [a1]® = [az]®. Finally, we write [a] = L and [o] # L for
[a]' = L and [a]" # L respectively.

Example 5.7.14. Using the cumulative cardinality computed in the previous
example, we have [[:c.a3]]%v = (u? 0 O(x),3 — Cyp(x,1) — 1) = (e3, 1). O

In the definition of atomic valuations (see Definition 5.7.15) it is useful to
refer to a notion of distance of two navigation expressions a1 and «s in the
context of some valuation. To be more specific we do not need the precise
distance between a1 and asg, but it is enough to know whether the distance is
undefined (i.e., ag is unreachable from «y), zero (i.e., @1 and ag denotes the
same instance of the same entity), or positive (i.e., from «a; it is possible to reach
asz). These values are precisely what is needed to decide atomic propositions
such as equations like ; = a3 and leads-to propositions like a; ~» as. Thus, we
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define a three-valued function A that given two navigation expressions returns
undefined (L), zero, or strictly positive (T) depending on the distance between
the two expressions.

For a configuration v and a v € V,, the function A, , : Nav X Nav —
{L,0, T} is given by:

Ay o(nil,mil) =0
0 if [[z.a”]]}w} =1
A'y,v(iE.an, nil) = T if35>0: :uj([[x'an]]’lﬁv) =4
1 otherwise
. 0 if [z.a”]}, =L
A at) = ¢
'y,v(nda T.a ) { 1 otherwise

1 1
o=ya™], =1

I
al, , = [y.a™],, # L and [[:z:.a"]]%v £ %
I

S O
.
 Hh
—_ = =
8 &8 8
Q & 2

and (0(z,y) @m=nVi(y,z) dn=m))

Tl # el

and 35 > 0: /ﬂ([[x.a"]],lyyv) = [y.a™]
T if [[z.a”]]}y,v = [[y.am]];v #1

and [[as.a"]]ijv < [[y.am]]iv
T if [[:U.a”]],lyﬁv = [[y.am]]’l%%?é 1

and [[x.a"]]i)v = [y.a™] , = *

and (d(z,y) @m>n V §(y,z) dn < m)

1

Ay (z.a™ y.a™) = Vv

1 otherwise

The distance between nil and itself is 0 by definition. The distance between
an expression z.a™ and nil is 0 if z.a™ refers to a null pointer and T if z.a"”
reaches a null pointer. The symmetric case A, ,(nil,z.a™) is defined only
if z.a™ denotes a null pointer and undefined otherwise. This is because nil
cannot lead to any special entity. The more complex case is A ,(z.a", y.a™).
In particular by definition the distance between z.a™ and y.a™ is 0 if either
both expressions dereference a null pointer, or they have the same semantics
(defined in both components). However, in this last case, special attention must
be devoted to the case [[:E.a"]]im = *. In fact, this means that both z.a™ and
y.a™ denote something beyond our range of precision, therefore it is not clear
whether the expressions denote the same instance or not. By definition of K (¢),
[[z.a”]]im = x can only happen when x and y are interpreted in the same entity
as x.a” and y.a™ (recall that n,m < K(¢)). Thus, to solve this ambiguity we
exploit the distance §(x,y). It is straightforward to see that z.a™ and y.a™
point to the same instance (of the entity) if §(z,y) ®m =n or §(y,x) Bn=m
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depending whether the interpretation of z precedes the interpretation of y or
vice-versa. Finally, the distance A, ,(z.a™,y.a™) is positive, either when the
entity where x.a™ is interpreted reaches the interpretation of y.a™ after j > 0
steps (provided [[x.a"]],lw # [[y.am]],lyyv). Otherwise, when z.a™ and y.a™ are
interpreted in the same entity but the offset (from the first instance of the
interpretation) of x.a™ is smaller than the offset of y.a™. Again, as discussed
above, if both offsets are * then a case distinction is needed according whether
(x,y) or (y,z) belongs to dom(d).

Having at our disposal the functions [-], , and A, ,, we can introduce the
atomic proposition valuations of a state ¢ that are those g-valuations of basic
propositions of M@llTL (i.e., freshness predicates, entity equations and leads-to
predicates) that make the corresponding propositions true.

Definition 5.7.15. Let H be a HABA and let ¢ € Q4. The atomic proposition
valuations of ¢ are defined by the set AV, C V, of all v = (¢, ©, §) such that:

o ¢ =tt;

e ¢ = (anew) and [[a]];wv

€ Ny;
o o= (a1 =a), and Ay ,(a1,a2) = 0.

o o =a; ~ az, and (Ay (ar,a2) =0o0r Ay (ar,an) =T)

An atomic valuation with ¢ = a new must interpret @ among the set of new
entities in the state, i.e., ;. For the equality proposition oty = aa, the distance
between a; and oo must be 0. For the leads-to proposition oy ~» as the
distance between «; and as must be either 0 or positive (T).

Model-checking £,, models. When we want to model check the HABA
H, representing the semantics of a program p = decl vy,...,v, : (51 || -+ |
sk) € L, we should make sure that the interpretation © in the valuations
maps the special (free) logical variables DeclLVar = {x,,,...,,, } onto the
special entities representing program variables, i.e., DeclPVar = {e,,, ..., €, }
according to the strategy described in Section 5.5.2. That is:

O | DeclLVar = v

where ¢ is the fixed special interpretation that links DeclLVar to DeclPVar
defined by (5.6).

The next is the standard definition of the closure of a formula ¢ as already
defined for the AZ¢TL model checking algorithm (cf. Section 4.5); we repeat it
for completeness reasons.

Definition 5.7.16. Let ¢ be an MalfTL-formula. The closure of ¢, CL(¢), is
the smallest set of formulae (identifying —— with ¢) such that:

o o, tt, ff € CL(¢);
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5.7.3

o~ € CL(§) iff ¥ € CL(p);
o if ¢y Viby € CL(¢) then o, € CL(6):

o if 3.9 € CL(¢) then ¢ € CL(¢);

o if Xy € CL(¢) then ¢ € CL(9);

o if =Xy € CL(¢) then X—1) € CL();

o if 1 Udhy € CL(¢) then b1, b, X(tb1 Uths) € CL(6).

Tableau-graph for Aa/(TL
In the rest of the chapter, for ¢ € C'L(¢) let

Oy = Olfu(¥)
01y = 01 (o) UES x fo(p) U E).

We now construct a graph that will be the basis of the model-checking algo-
rithm. The nodes of this graph are called atoms and are built from states of a
HABA and valuations of formulae from the closure.

Definition 5.7.17 (atom). Given a HABA ‘H and an Aa//TL-formula ¢, an
atom is a pair (¢, D) where ¢ € Qx, D C {(¢,0,0) € V, | ¢ € CL(¢)} such
that for all v = (¢, ©,9) € V, with ¢ € CL(¢):

o AV, C D;
e if v =)/, then v € D iff (¢',0,6) ¢ D;
o if h =Py Vo, then v € D iff (¢;,0 [, ;) € D fori=1o0ri=2;

e if ¢y = Jx.¢)’, then v € D iff there exists a (¢',0’,§") € D such that
©=0"[19,6=47 [, and ©'(z) # L;

e if ¢y = —=X¢)’, then v € D iff (X—)',0,6) € D;

o if ) = ¥1 Uhy, then v € D iff cither (b2, | 12,0 | 1h2) € D, or both
(1/}156 qu/}lv(s “/11) € D and (X'I,ZJ,@,(S) eD.

The set of all atoms for a given formula ¢ constructed for HABA H is
denoted Ay (o), ranged over by A, B. We denote the components of an atom
A by (ga,Da).

In order to define the transitions between atoms in A (¢), we need to
define a notion of correspondence between some components of valuations of
the source atom and valuations of the target atom. This correspondence must
be such that the resulting graph is sound with respect to the semantics of
the formulae and the semantics of the underlying HABA. First we need some
intermediate definitions.
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€3 €4

€6 €7

Figure 5.26: Weakly connected graphs defined by a reallocation.

Auxiliary notation. For sets S; and Sy the disjoint union is S1 W So =
(S1 x {1}) U (S2 x {2}). A relation R on sets S; and Sz can be seen as a
directed graph G = (S1WS3, R) with S7 WS as a set of nodes and R as a set
of arcs. For such a graph there are two injective functions ¢; : 2(51952) _, 95
and g : 2051852) _, 952 {hat project a subset of nodes S C S; W S, onto Sy
and So:

u(s) = {al(a,1) €S}
12(S) = {a|(a,2) € S}

An undirected graph is called connected if each node is reachable from any
other node. A directed graph is called weakly connected if neglecting the direc-
tion of the arcs (i.e., treating the graph as an undirected one) it is connected.
A connected subgraph is called mazimal if it is not a proper subgraph of any
other connected subgraph.

Example 5.7.18. Consider the transitions ¢ —, ¢’ in Figure 5.26 (left). Con-
sider the graph depicted in the right part of the same figure. It is obtained from
the reallocation A as relation between the sets of entities Fy, and Ey . In this
case we have: sets {e1,es}, {ea,e5}, {ea2,e6}, {€3,e6}, {e1,e2,e5}, {ea,e3,€6}
are (weakly) connected. Sets {eyq,e7} and {e1,eq,e3,€5,e6} are (weakly) max-
imal connected. An example of non-connected set is {e1, e3, es5, €5} O

Proposition 5.7.19. For ¢; 2, q2, if E is a maximal weakly connected
subgraph of (E,, W Ey,, A) such that L ¢ E, then Cy, (11(E)) = Cqy, (t2(E)).

Proof. See Appendix B.3. O

This proposition states that in a reallocation A, the consistency on cardinal-
ities!! is not limited to an entity e and its images (via \): it naturally extends
to the level of weakly maximal connected subgraphs derived by A. For exam-
ple, in Figure 5.26, there exists a correspondence between the global weight

1] is excluded since it is not a proper entity and it does not have a cardinality. Therefore
it is meaningless to require any kind of consistency.
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of {e1, ea,e3} and {es, eq} that are projections of a maximal weakly connected
subgraph. The same consistency criterion holds for {e,} and {e7} since {e4, e7}
is maximal connected.

Atom reallocations. We need now to define the notion of arcs between
atoms. Similar to the graph we have constructed for the model-checking algo-
rithm for A2/TL (cf. Definition 4.5.11), it should not be a surprise that these
arcs will be of the form:

(an)_))\ (q/aDl)' (5'21)

In defining this transition relation, however, few aspects deserve special atten-
tion. More specifically, there exist some dependencies between D and D’ in
case the former contains valuations with formulae involving a next operator,
i.e., of the form Xi. In fact, such formulae express properties that are not con-
fined to the current atom A but, on the contrary, refer to every atom connected
to A by a transition. Therefore, if (X, 0,6) € D and (¢,0’,§") € D’ we have
the following dependencies:

e the interpretation given by ©’ must agree with the interpretation © ac-
cording to the reallocation A;

e the distance given by ¢’ must agree to the distance ¢ at least for those
entities that are “invariant” under the transition.

The correspondence between these components is not trivial. For example, it
is clear that we would like to have ©’(x) = Ao O(z). However, for HABA with
references, we can very well have that |A(O(z))| > 1 therefore, ©'(z) can be
interpreted onto an element of A\(O(z)), say e’. Nevertheless, since ©'(z) = ¢’
imposes some restrictions on ¢’ (according to the definition of valuation) then
it could be that these restrictions are incompatible with the dependencies that
must exist between 6’ and §. The risk we run here is to set up a transition
between atoms that would be unsound w.r.t. the semantics of A@f¢TL and
the behaviour of the HABA. These considerations lead us to define, given a
valuation v which is the set of sound valuations w.r.t. v after a reallocation A.
We use this set in order to rule out “bad” valuations in the target atom.

Definition 5.7.20. For states ¢ and ¢’, the valuation reallocator from q to ¢’
is the function [—o—] : (E, x E; — M) x V, — 2"¢' that, given a g-valuation v
and a reallocation A : ¢ =— ¢/, returns a set of ¢’-valuations compatible w.r.t.
v and A. It is defined as:
Ao (¢¥,0,0)] ={(y,0,§') € Vy | condition 1 and 2 hold}
1. Vx € fu(y)) : ©'(x) € Ao O(x)

2. for all weakly maximal connected subgraph E,.s of (Eq W Ey, A) and for
all z € fv(y) such that O(z) € 11 (Emes):
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(a) o(first(t1(Emes)) ™ z) = 0'(first(t2(Emes)) ™, )
(b) 0(z, last(11(Emes))T) = &' (, last (12 (Fmes)) ™)
(c) Yy € fu(¥) : O(y) € t1(Emes) = d(z,y) = §'(,y).

Condition 1 states that for free variable z, the interpretation ©(x) must be
obtained by applying A to ©(x). Condition 2(c) enforces the correspondence
between the distance of variables z,y interpreted on E,,.s. Moreover, the
distance between a variable z w.r.t. the beginning and the end of the maximal
connected graph (where x is interpreted), before and after the transition must
be preserved (conditions 2(a) and 2(b)). The other distances between x and the
entities within E,,.s can be derived from those distances imposed by condition
2. Note that since ©' and ¢’ are in the context of a ¢’-valuation, they satisfy,
by definition, the conditions of Table 5.5. The choice of constraints imposed in
the previous definition derives from the compatibility we want to have between
the graph G and the allocation sequences in the language of H. It becomes
clear in the next example.

Example 5.7.21. Consider the reallocation A on top of Figure 5.27 where

K(¢) =4 and:
(er,y) =0 d(y,ef) =1
Iy, e5) =2 d(y,eq) ==
8y, x) =
d(e],x) = 6(m,ef) = %
S(z,e5) =% O(w,eq) =

The maximal weakly connected subgraph we are concerned with in this example
is given by E = ({e1,ea,e3,e4},A). According to Definition 5.7.20, valuation
(1,0,6") in [Ao (4,0, )] has at least ©'(z) € {es, es} because of condition 1.
Furthermore, by condition 2 the following distances must be preserved:

ez y) = Oer,y) = 0
I'(y.ef) = d(yed) = =
O'(y,x) = O(y,x) = *
§(ez,z) = d(e],x) = =x
§(zef) = 6(z,ef) = =

From these distances it is possible to derive the others. We start by computing
the values for y. Since 5’(e§, y) = 0 and by condition (DELTA GAMMA 1) of
Table 5.5 it follows §'(e3 ,e3 ) & 1 = *, then we have:

(5(y,e3)691_*

which has as solution § (y, ex) € {3,%}. Moreover, from these values we can
deduce §(y,e5) = 6(y,ed) 1 = .
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Concerning x we can immediately exclude ©(z) = e, otherwise &' (z, e} ) #
* contradicting condition 2 of Definition 5.7.20. Hence, ©'(z) = e3. Because
of condition (DELTA MET 3) of Table 5.5,

x=0(ez,e5) @1 =0"(e5,2) D (w,e5) B 1
and since §'(e5,z) = * the solution of the previous equation is §'(z,ed) €

{0,1,2, 3, x}. Moreover, since C(e4) = 1 then §'(z,ef) = §'(x,e; ) = 0. Sum-
marising we have the following possibilities for the other values of §’:

§(y,ed) € {3,%}
*

§'(y.ex) =
§(zef) € {0,1,2,3,%}
0 (r,ey) =

Some of these solution are impossible, and the informations we have to our
disposal allow us to be more precise and by narrowing the set of possible ¢’.
We have not used so far that ¢’(y,z) = *. In fact this implies &§'(y,e3) = *
excluding therefore the value 3 in the solutions previously computed. Moreover,
we can use that §'(x, e} ) = * and d(e; ,e]) = 0 to figure out that actually the

range of solutions for ¢'(z, egr) is much smaller than {0, 1,2, 3, *}. In fact,

w=0'(z,ef) =0'(z,e5) = 0'(,ef) © ' (e, eg) = 0'(z,ef) B 1.

The solution of the last equation is §'(z,e3 ) € {3,*}.

We may wonder why [\ o (1,0, 0)] contains sensible options for the valu-
ations (¢, ©’,0") that must be contained in an atom in order to yield an edge
in the graph. In order to give some insights, let us consider how this abstract
transition is reflected at the concrete level. In the bottom of the Figure 5.27,
two possible concrete states are depicted. They are generated from ¢ and ¢/,
and connected by a reallocation A’ that is a concretion of A. This is the partic-
ular case where ey is instantiated with 11 concrete entities: €2, ..., €2, and ez is
instantiated with 12 entities, namely e3,. .., e3,. The shadow boxes depict the
generator. The symbolic interpretation given in the valuation by © and 4, is
projected at the concrete level to several choices for a concrete interpretation 6.
Indeed, for  we can have: either 6(z) = e, or §(x) = €2 or 0(z) = 2. Fixing
one of these possibilities, by A’ we obtain €’(z). Thus after the transition, we
get the following possibilities:

O(z)=e? = O'(x)=e3 &(e5,2)=% & (v,e5)=x
O(x) =e2 = O'(z)=es 8 (ez,x) = * 5’(z,e§f‘) = %
O(z) =e2 = O'(z)=e3 0(es5,z)=x 0 (z,e5)=3.

Note that the first two options are actually the same and this is according to
the solutions we have found before. O
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Figure 5.27: Dependencies (at the abstract and concrete level) between dis-
tances of free variables in a weakly maximal connected subgraph.

The definition of valuation reallocator is extended point-wise to a set V C

Ve
Movl=JMod
VeV
we can then define the composition for a chain of reallocations Aj, - - -, Ag (with
J = 0) of g-valuation:
[Ajo--Aoov] =[Ajo[X10-Ago]]

Definition 5.7.22 (tableau graph). The tableau graph for a HABA H and
an MallTL-formula ¢, denoted G¢(¢), consists of vertexes Az (¢) and edges
— C Ay (¢) x (Ent x Ent — M*) x Ay (¢) such that (¢, D) —, (¢, D’) iff

®qg—, ¢
o for all Xy € CL(¢): (X¢,0,8) € D < I(¢,0,8) € [Ao (v,0,8) N D'

The reallocation A attached on the edge is the same as the reallocation of the
corresponding transition in the HABA. Furthermore, in case of a formula Xt in
the source atom, there is a transition if we have a valuation on the target state
that contains ¢ where the components ©’, and ¢’ are compatible (in the sense
of Definition 5.7.20) with the reallocation A and the corresponding components
of the source state. Since the set [A o (0, 0)] is not always a singleton, there
can be more than one transition to different atoms, concerning the same X
(as we have seen in Example 5.7.21).
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5.7.4

Paths

Definition 5.7.23. An (allocation) path in Gy (¢) is an infinite sequence ™ =
(go, Do) Mo (q1, D1) A1 - -+ such that:
1. godoqi A1 -+ - € runs(H);
2. for alli >0, (%,Dz‘)—qi (i1, Diy1);
3. for all ¢ > 0 and all (¢ U, 0,d) € D;, there exists a j > ¢ such that
(1h2,0',6") € DjN[Aj—10---Aio (12,0 [1h2,0 [ 1h2)].

The next is the important concept of fulfilling path.

\VAR\Y

Definition 5.7.24 (fulfilling path). Given an allocation path 7 in Gy /(¢), we
say that 7 fulfils ¢ if the underlying run generates an allocation triple (o, NV, 6)
such that o, N, 0 E ¢.

As usual, if ¢ is clear from the context, we call 7 a fulfilling path. Further-
more, if there exists (o, N,0) € L(H) such that o, N,0 = ¢ we say that ¢ is
‘H-satisfiable. In contrast with the definition of HABA given in Chapter 4, a
run p of the HABAs we consider in this paper does not always generates triples
(0,N,0) in the sense of Definition 5.3.24. We write Gen(p) for the set of al-
location triples generated by p, and for a path m we write Gen(w) for Gen(p)
where p is the underlying run of 7.

There is a correspondence between the satisfiability of a formula in the
HABA and the existence of a fulfilling path in the tableau graph.

Proposition 5.7.25. ¢ is H-satisfiable if and only if there exists a path in
G (¢) that fulfils ¢.

Proof. See Appendix B.3. O

Definition 5.7.26. A subgraph G’ C G (¢) is self-fulfilling if every node A
in G’ has at least an outgoing edge and for every (1 Utq,©,0) € Dy there
exists a node B € G’ such that

o A:A0—>/\0 A1—>/\1 B VIS Ai71—>>\i71 A'L =B

® 3(¢2,05,6p) € DpN[Ai—1 0 Ao o (12,0 [1h2,0 [ )]

A prefiz in Gy(¢) is a sequence Ag—y A1 —y =y, Aic1—y, | A
such that Ao is an initial atom (i.e., g4, € Iy) and A; is in a self-fulfilling
subgraph. Let Inf(m) denote the set of nodes that appear infinitely often in
the path 7. Inf () is a strongly connected subgraph (SCS). We can prove the
following implication:

Proposition 5.7.27. 7 is a fulfilling path in G(¢) = Inf(7) is a self-fulfilling
SCS of G (o).

Proof. See Appendix B.3. O
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5.7.5

Finally, we can collect all the previous results into the following theorem:

Theorem 5.7.28. For any HABA H and formula ¢, it is possible to verify
mechanically whether H ¥ ¢.

Proof. By Proposition 5.7.25, in order to prove that H ¥ ¢, it is sufficient to
check that in the graph G(¢) there does not exist a fulfilling path =. By
Proposition 5.7.27, for a path 7 to be fulfilling it is necessary to have as a
Inf(m) a self-fulfilling SCS. Thus, in order to check that ¢ is not satisfiable in
H, it is sufficient to check that every self-fulfilling SCS is not the Inf of any
path. That is, if II is the set of all paths in Gy(¢) and

Mpy = {mell|nisa fulfilling}
I, = {mell|Inf(n) is a self-fulfilling SCS}

in order to prove Ilf,; = @ it suffices to show that II; = @ (since Iz, C II;).
But this is the case (see below) if the following set IIgcg is empty.

Mscs = {G' C Gu(9) | G’ is a self-fulfilling SCS such that a) and b) hold }

where
a) there exists a fulfilling prefix of G';
b) for all F € Fy: FN{qp|B € G'} # @.

We prove that
llges =9 = II; = 2.

By contradiction, assume II; # & (and lIgos = @). Take m = AgAoA1 A1 -+ €
IT,. Since 7 is a path then pr = ga,Aoqa,A1--- is an accepting run of H
(condition 1 of Definition 5.7.23). However, this implies that condition b)
of the definition of Ilgcg is satisfied. Furthermore, since m is a path there
exists a prefix for Inf (7). Hence, it must be Inf(r) € lscs which contradicts
IIscs = &. Since SCS are finite and there are only a finite number of them, it
is possible to verify the emptiness of [Igcs. o

The proof of Theorem 5.7.28 suggests us a procedure described by Algo-
rithm 3 that can be used to verify whether H # ¢.

Discussion and future work: the HABA emptiness problem.

By Algorithm 3 we can only verify whether ¢ is not H-satisfiable but not the
reverse. In other words, the model checking algorithm described here pro-
vides us with a partial decidability result. The obvious manifestation of the
semi-decidability is the introduction, in some cases, of false negatives that are
originated from the abstraction applied by unbounded entities. This does not
immediately imply that the model checking problem for AMaf¢TL is partially
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Algorithm 3 Procedure for non-satisfiability of ¢.
procedure NonSatisfiable(H, ¢) do
Construct G (¢);
Construct the set of self-fulfilling SCS Ilgcs having a prefixes and satis-
fying the accept condition on Fpy;
if IIscs = @ then
Output: “H does not satisfy ¢”;
else
return G’ € llgos and its prefix as a (possible) counterexample;
end if
end procedure

decidable in itself. Some speculations on investigations we have lately un-
dertaken suggest that, by imposing some extra constraints on the notion of
fulfilling path, it could be possible to reduce the decidability of the Aaf¢TL
model checking problem to deciding whether the run of the fulfilling path has
a non-empty language.

Let us be more precise. We have seen in the Appendix B.3 for the proofs of
the auxiliary lemmas of Proposition 5.7.25, that when comparing a path = =
AgAoA;\ - -+ w.r.t. an allocation sequence o, we have a notion of consistency
between the interpretation of the variables given in a valuations v € A; and the
concrete interpretation 09 on the concrete level'?. This notion of consistency
given by Definition B.3.1 is local in a state. However, it can be strengthened so
that a path 7 tightly mimics the behaviour of an allocation sequence o. This
strengthening should be done on two sides:

e requiring for every valuation of a formula Xt in A4; (¢ > 0) the existence
of a valuation for ¢ in A;y; with a consistent d;411 w.r.t. the concrete
interpretation in the allocation sequence 07, ;;

e for every valuation of a formula Jz:¢) in atom A;, and all the possible

12This definition is given in Appendix B.3 because it is only used in the proofs. However,
for the sake of discussion we briefly report it here as well. Let 4/ and ~ be a concrete and
an abstract configuration, respectively. Let 0 : fu(¢)) — E.,, be an interpretation for the

logical variables over 7/. We extend 6 to the set of special logical variables E:,*L as follows.
Let h : />~ and e € E,, then:

0(x) if x € fu(v))
0t (x) =4 first(h=1(e)) ifz=e"
last(h=1(e)) ifx=et

Definition B.3.1 Let h : v/~ be a morphism where C., = 1, (¢, ©, ) a y-valuation
and 0 : LVAR — E./. Then, (0, h) is consistent with (©,0) (written (0, h) < (©,9)) if

(a) ho6=0
(b) Vz,y € fu(yp) U E#E :0(z,y) = min {[n] | oy o 6% (x) = 6% (y)} where min@ = L.
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5.8

concrete assignments of  given by 07 there should be a valuation for 1
in A; with a consistent ¢;.

This strong form of consistency may be called global consistency. Global con-
sistency can be used to obtain a much stronger notion of fulfilling path. The
latter would probably allow us to reestablish the following fact that holds for
ACLTL (cf. Proposition 4.5.16) but not for A@f¢TL in the current setting:

7 fulfils ¢ < (¢, 0,6) € Dy (5.22)
where, 7 is a path in Gx(¢) such that:
Gen(m) # @. (5.23)

Having (5.22) to our disposal would mean being able to decide whether or not ¢
is satisfiable in H under the condition however that we are able to decide (5.23).
So far this question seems most likely to be undecidable!®. Certainly more
investigation have be done in order to verify this last conjecture. Accordingly
the decidability of the HABA emptiness problem:

“given a HABA with references H and a p € runs(H) is Gen(p) # @77

is an important open question.

Related work

3-valued logic. In [100, 101], a framework for the generation of a family of
shape analysis algorithms is presented. The framework allows to reason about
pointer structures in case of destructive updates. This methodology can be
instantiated in different ways to handle different kind of data structures at dif-
ferent levels of precision and efficiency. The 3-valued logic methodology and
ours appear complementary in several aspects. The major differences with our
approach can be summarised as follows. In [101], states are represented by pred-
icates whereas our approach uses automata. Moreover, AalfTL provides some
second order capabilities given by the predicate leads-to. Both methodologies
produce only safe approximations of the concrete system that is modelled, false
negatives may be returned as result of the analysis. This phenomenon requires
some means to tune the abstraction, so that a more precise heap is obtained.
To this end, 3-valued logic technology uses instrumentation predicates. Every
predicate modifies the model (e.g., the operational semantics of the system)
and imposes the duty to prove the correctness of the new system with respect
to the original one. Our approach is instead parametric in the global constant
M. For the programming language it also depends on the constant L given to
define L-canonicity of the state. In order to increase the precision of the heap

13Indeed, if the problem is undecidable, there would be no real advantages of this new
setting w.r.t the current one.
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representation we only need to increase the two constants. The new model ob-
tained corresponds automatically to the original one thanks to the machinery
provided by morphisms and cardinalities. There is no need to establish the
equivalence of the two models. States in [101] are very abstract because of
the use of a single summary node and the approach is very general since no
restriction on the type of graph is imposed. We take the opposite point of view.
In our approach, we try to be more concrete by morphisms that exploit infor-
mation on the cardinality for entities and by keeping explicit singularities of
the heap. This should provide more precision in the analysis (i.e., less spurious
counterexamples) since the amount of nondeterminism is reduced. The price
we pay for such precision is a less general framework. It would be interesting
to study an integration of the two strategies.

[112] presents a model and an algorithm to prove safety properties of Java
objects and threads based on 3-valued logic. In this context, however, entities
of different states cannot be related. This problem is circumvented in the recent
paper [113] (again based on 3-valued logic) that uses reallocations similar to
those employed by HD-automata and by HABA without references defined
in Chapter 4. The paper proposes a first-order modal (temporal) logic for
allocation and deallocation of objects and threads as well as for the specification
of properties related to the evolution of the heap. The properties can be verified
by an abstract-interpretation algorithm, sound but not complete, that is also
defined in the paper.

Others. An intuitionistic extension of Hoare logic, called Separation Logic
for reasoning about shared mutable data structure in presented by Reynolds
in [94]. The logic introduces a special (conjunction) operator that allows to
describe the separation of storage into disjoint parts. It is possible therefore
to extend a local specification, involving only some variables and parts of the
heap, to a global specification involving also other parts of the heap. The main
strength of this approach is the capability to reason in a local fashion. The logic
can address several kinds of data structures like lists and trees. [67] provides
a classical model for the approach introduced by Reynolds, and the relation
w.r.t. the intuitionistic is investigated.

In [12] a store-less formalism for describing properties of linked data struc-
tures is defined. Moreover the paper introduces a logic, called Alias Logic,
for reasoning about destructive update performed on data structures. For it a
Hoare logic-like proof system is defined.

A spatial logic for reasoning about directed graphs is studied in [18]. The
logic is used for the analysis of the manipulation of such graphs that are de-
scribed by constructs of process algebra. An interesting feature of this logic is
the possibility to reason locally about disjoint subgraphs.
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An application: analysis of
Mobile Ambients

Introduction

The calculus of Mobile Ambients (MA) is a calculus meant to model wide area
computations. Introduced firstly in [19], the ambient calculus has as a main
characteristic to allow active processes to move between different sites. This
notion of mobility that extends the one found in Java, where only passive code
can move, makes this formalism very appealing for modelling and studying
mobile computations.

A wide range of work has been recently carried out on the analysis of mobile
ambients [14, 40, 57, 75, 86], mostly based on static-analysis techniques and
abstract interpretation [37, 36]. The analysis defined in these papers provided
results on subsets of the ambient calculus with different levels of precision (for
example on processes with replication, see next section).

Taking inspiration from the aforementioned papers, in this chapter we in-
tend to apply the techniques developed in the previous chapters to analyse
mobile ambients by model checking. In fact, since the natural models of ambi-
ents are trees, HABA with references, Naf¢TL and its model checking algorithm
defined in Chapter 5 may become suitable tools — alternative to static analysis
— for the verification of mobile ambients. In particular, HABA define suitable
finite abstractions of mobile ambients processes; Aal¢/TL can express interest-
ing security properties; and the model checking algorithm can be used to check
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6.2
6.2.1

if the properties can be satisfied. In some cases, the accuracy of the analysis
may be tuned exploiting the machinery induced by unbounded entities.

This chapter is organised as follows: Section 6.2 provides some background
information on the ambient calculus, presenting its syntax and semantics. Sec-
tion 6.3 defines an operational semantics for MA using HABA with references.
Finally, in Section 6.4 we give an overview on other techniques known in the
literature used for the analysis of mobile ambients.

An Overview of Mobile Ambients

Syntax

We consider the pure Mobile Ambients calculus [19] without communication
primitives.

Definition 6.2.1. Let A/ be a denumerable set of names (ranged over by a,
b, n, m). The set of processes over N is defined according to the following
grammar:

N = (capabilities) P,Q = (processes)
inn enter n 0 inactivity
outn  exitn (vn)P restriction
openn open n P| @ parallel composition
P replication
n[P]  ambient
N.P prefix.

For a process P we write n(P), fn(P), bn(P) for the set of names, free names
and bound names, respectively. In a process there can be multiple ambients
with the same name. The restriction (vn)P creates a new name called n that is
private in the scope of P. P | @ is the standard parallel composition of processes
P and Q. Replication ! P represents an arbitrary number of copies of P and it is
used to introduce recursion as well as iteration. n[P] represents an ambient with
name n enclosing a running process P. Ambients can be arbitrarily nested, and
a graphical representation of an ambient n enclosing ambients my, ..., m; and
executing process Py|---|P; is depicted in Figure 6.1(a). Capabilities provide
ambients with the possibility to interact with other ambients. In particular,
inn has the effect to move the ambient that performs inn into a sibling ambient
called n (if there exists one). Figure 6.1(b) gives a pictorial representation of
the execution of in. Symmetrically, by outn an ambient nested inside n, moves
outside (cf. Figure 6.1(c)). Finally, openn dissolves an ambient n nested inside
the one performing this capability (cf. Figure 6.1(d)).
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6.2.2

m
n
n m n
my LS inm.P|R ‘ Q | — PR |1Q
Py |P; [
(a) Ambient (b) Reduction for n[in m.P|R]|m[R].
n[Pr| - [Pjlmal---][ - - fma[---]].
m
n n m m
outm.P|R | |Q PR ‘ Q openm.P‘ Q — P|Q

(c) Reduction for m[nfout m.P|R]|R]. (d) Reduction for openm.P|m[Q].

Figure 6.1: Graphical representation of nested ambients and reduction rules
for capabilities.

Operational semantics

The standard semantics of Mobile Ambients is given in [19] on the basis of
a structural congruence between processes (denoted by =) and a reduction
relation. Structural congruence provides us with a partitioning of processes into
equivalence classes (of structurally congruent processes) within which processes
are equivalent up to syntactic restructuring. Table 6.2.2 defines the structural
congruence. Moreover, processes are identified up to a-conversion, i.e.,

(vn)P = (vm)P{m/n} if m ¢ fn(P) (6.1)

The previous two processes are considered to be identical. This allows us to
choose different appropriate representations of the same process.
It is worth to note that:

n[P][n[Q] # n[P|Q)] (6.2)
that is, multiple copies of an ambient n have distinct identities. Moreover,
I(vn)P £ (vn)!P (6.3)

that is, the replication operator combined with restriction creates an infinite
number of new names. This is exemplified as follows.

Example 6.2.2. Let P; =!(vn)(nlinn]) and P, = (vn)!(nfinn]). Process P
creates an unbounded number of new local names, i.e., it expands as:

I/I[

n/[inn/]|n" [in 0”0 [inn""]| - -
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6.3

P=P (Struct Refl)
P=Q = Q=P (Struct Symm)
P=QANQ=R == P=R (Struc Trans)
P=@Q = (vn)P=(vn)Q (Struct Res)
P=Q = PIR=Q|R (Struct Par)

P=Q = 'P=IQ (Struct Repl)
P=Q = n[P]=n|[Q] (Struct Amb)
P=Q = MP=MQ (Struct Amb)

P|Q =QI|P Struct Par Comm)

(

(P|Q)|R = P|(Q|R) (Struct Par Assoc)
\P = P|IP (Struct Repl Par)
(vn)(vm)P = (vm)(vn)P (Struct Res Res)
(vn)P|Q = Pl(vn)Q ifn ¢ fn(P) (Struct Res Par)
(vn)m[P] = m[(vn)P] ifn#m (Struct Res Amb)

PloO=P (Struct Zero Par)
(vn)0=0 (Struct Zero Res)
10=0 (Struct Zero Repl)

Table 6.1: Structural Congruence for Mobile ambients.

where n/,n”,n’’,... cannot interact with each other since these names are
local. Hence, P; cannot perform any action. On the contrary, P, expands as

nfin n]|nfin n]nfinn]| - - -

that is, an infinite number of copies of the same ambient n is created. Every
copy can interact with any other one. Hence, in P» the instances of n can move,
producing thus, every kind of possible nesting. O

The analysis later in this chapter adopts some simplifications on processes,
in particular on those of the form !(vn)P.

The reduction relation — is defined by the rules listed in Table 6.2.2. The
first three rules define the effect of capabilities in one step-reductions. The
reduction is then propagated within name restriction, ambient nesting, and
parallel composition by the next three rules that, for this reason, are called
structural rules. The last rule allows the use of structural congruence during
reduction. As usual, —* stands for the reflexive and transitive closure of —.

An analysis oriented semantics with HABA

We give an abstract semantics for the calculus introduced in Definition 6.2.1
that captures essential information useful for proving security properties. The
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6.3.1

n[in m.P|Q]|m[R] — m[n[P|Q]|R]  (Red In)
m[n[out m.P|Q]|R] — n[P|Q]|m[R] (Red Out)
open n.P|n[Q] — P|Q (Red Open)

P—Q

P = ()0 (Red Res)

P—Q

P—-Q
m (Red Par)
PP=P P— =qQ’
P/ N g/ Q Q (Red E)

Table 6.2: Reduction rules for Mobile ambients.

information we try to retrieve are along the line of [40, 57, 75, 86]. We start
with some motivating examples.

Motivating examples

Mobile ambients are used to model wide area systems. In such systems, se-
curity is an important issue since trustworthy ambients may operate inside
and together with untrustworthy ambients. Malicious ambients can acquire
information contained in other ambients by opening them. Properties such as
secrecy of data are preserved if no untrustworthy ambient can ever open a
trustworthy one.

Example 6.3.1. In [40] the following system is considered. Ambient m wants
to send a message to ambient b. Messages are delivered by enclosing them in a
wrapper ambient that moves inside the receiver which acquires the information
by opening it. For secret messages we want to be sure that they can be opened
only by the receiver b.

SYS1 = m[mailout m.in b.msg[out mail.D]]] | blopen msg] | open msg.

Figure 6.2 shows a pictorial view of the initial configuration of SYS;. Data D is
secret, mail is the pilot ambient that goes out of m to reach b. The outer-most
ambient, which we denote by @, attempts to access the secret by an open msg.
Once inside b, the wrapper mail is opened and b reads the secret D. For the
process SY'S; we want to guarantee that
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@ open msg
(m) @ Dopenmsg
out m.in b.msglout mail.D]
Figure 6.2: Initial configuration of SYS;.
(UA) no untrusted ambients can access D.
O
Example 6.3.2. The following example was presented in [14] where multi-
level security for Mobile Ambients is investigated. Boundary ambients are
introduced to protect high-level information. The restriction is that high-level
data must be contained either in boundary ambients or in low level ambients
not escaping boundaries. The authors consider the following system:
SYSs = mlsend[out m.inb | hdatalin filter]]] |
blopen send] | filter[in send] | open filter.
Boundary ambients are b and send. The security property we want this system
to satisfy is:
(BA) hdata is always within boundary ambients or if hdata is within
the low level ambient filter then filter is in a boundary ambient.
O
In the following, we want to develop finite-state models for mobile ambients
in order to verify properties such as (UA) and (BA) by model checking.
6.3.2 HABA modelling approach

Modelling issues. In modelling mobile ambients by HABA (with references)
we want to exploit cardinalities of entities in order to code multiple instances
of the same ambient. However, there are some issues related with the use of
unbounded entities and with the possibility to express properties about sys-
tems.

e Since unbounded entities impose restrictions on reallocations from state
to state (see Definition 5.3.12), we should make sure that our model
conforms with the definition of reallocation. For example, unbounded
entities cannot be fresh, therefore they must alway be in the codomain
of the reallocation.



6.3 An analysis oriented semantics with HABA 203

e Due to replication, any ambient can have an unbounded number of copies.
In A@f¢TL we need some mechanism to distinguish among those differ-
ent instances so that given a certain entity it is clear which copy of the
ambient it stand for.

As a possible solution we propose the following model developed in this section.

Basic idea of the model. Along the line of [40, 57, 75, 86|, the essential
information we want to retrieve from a mobile ambient process P is:

which ambients may end up in which other ambz’ent‘

To model the structure of a process P we introduce a classification among the
entities in use. For any ambient a occurring in P we have:

e a special entity ho(a) (called a’s host) that is used to record, at any point
in the computation, the ambients (hosted) inside any copy of ambient a.
It is fixed, i.e., during the computation its position within the topology
of the process does not change.

e A concrete entity, say e, distinct from ho(a), that is used to represent an
instance of the ambient a that executes capabilities. e moves according
to the capabilities of that particular copy of a. The association between
e and a will be clarified below. If there exist several instances of a,
some of them may be represented by multiple/unbounded entities (again
distinct from ho(a)). Before one single instance among those represented
by multiple/unbounded entity performs a capability it is extracted. This
is somehow similar to the semantics of !QQ which cannot be reduced until
it has been expanded to Q |!Q.

Example 6.3.3. Figure 6.3(a) shows a possible state of a process. Fig-
ure 6.3(b) depicts how this process is represented in our model. In this case
we have three different ambients a, b and n. Outgoing references define the
son/father relation p. Notation e:n says that e denotes an ambient with name
n. The host ho(a) keeps track of the ambients contained in any copy of an
ambient a. Thus we have a copy of n contained in a because e; is concrete and
more than M copies of the ambient b because es is unbounded!. Ambient b
does not contain any other ambients since ho(b) does not have incoming refer-
ences; and n contains another copy of b. Hosts entities are depicted as squares
in order to distinguish them from entities that can move around during the
computation (depicted as circles). Figure 6.4 shows the state resulting after e;
has executed the capability in b. This configuration detects that n is contained
in a copy of ambient b although we do not distinguish which one. O

1Here, the parameter M has the same as in Chapter 5.
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ho(@) ho(a) ho(b) ho(n)

@ []

GO D @D G- : er:im

(b) Representation as a HABA config-
uration.

(a) Conceptual configuration.

Figure 6.3: Example of ambient process and its coding.

ho(@) ho(a) ho(b) ho(n)
o eq:a €2 ei1:n ez : b
») (b) Representation as a HABA config-
uration.

(a) Conceptual configuration.

Figure 6.4: The model of Fig 6.3 after e;:n has executed in b.
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6.3.3

Process indexing

First of all we assume that the names occurring bound inside restriction are all
distinct from each other and from the free names. This can always be done by
a-conversion.

In order to achieve a more precise analysis we label the ambients occurring
in the process P by distinguished indexes. Let J be a countable set of indexes
and N = {n; | n€N,j € J} be the set of indexed names. A indezed process
P is a process such that if n[Q] occurs in P then n € N. Let noi(P) : Proc —
Proc be function that given an indexed process P, returns the (non-indexed)
process P obtained from P by stripping out every index from the ambient
names occurring in P. The process P is an indexed version of P, if noz’(ﬁ) =P.
Moreover, idz(P) = {j € J | nj occurs in P} is the set of indexes occurring in
P. We need a notion of well-indexing for processes that is introduced by the
following definition.

Definition 6.3.4. Process P is well-indezed if and only if
e P=0;
e P =n,[Q] and Q is well-indexed and i ¢ idz(Q);

P=Q|Q, and Q,Q’ are well-indexed and idz(Q) N idz(Q’) = ;

P =!Q and @ is well-indexed;
e P=M.Q and @ is well-indexed;
e P =(vn)Q and Q is well-indexed.
Note that indexed names neither occur in capabilities, nor in name restriction.

Example 6.3.5. Let
P = afin b.a[out b]] | b[0].

A well-indexed instance of P is

P = ay[in b.azfout ] | bs[0)].

We use indexing in order to distinguish between copies of identically named
ambients that have different behaviour as for example the two instances of a.
For simplicity (without loss of generality) we assume that process indexing is
done always after a-conversion.

In the following we assume that every process has been well-indexed. This
can be considered as a preprocessing step before the extraction of the model.
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6.3.4

Preliminary notation

We assume the existence of a global function that associate to every entities e
a name of the ambients in well-indexed process P represented by e.

A: Ent — n(P) (6.4)

The function A provides a partitioning of Ent. For e € Ent, we write exn as a
shorthand for A(e) = n. In the following we often make use of this notation in
some contexts if it is necessary to know the ambient of an entity. For example,
in a function with parameter e, we write f(e:a) if it is essentially to know that e
represents a copy of the ambient a. Moreover, we write e:a € F is a shorthand
fore € EAA(e) = a.

We consider two special sets of entities Es( PN EZ‘E p) =7 where:

e entities ES(P) = {is(n) € Ent | n € n(P)} are used for two purposes:

— first of all to model ambient names. They are the corresponding
of the special entities PV used for program variables in Chapter 5.
In Aa/¢TL we will have special variables x,, whose interpretation is
is(n) and therefore we can easily refer to ambient n by x,.a.

— Secondly, for any ambient n € n(P), is(n) is the inactive site of n
(from which the name is), i.e., the repository where the copies of
n are placed when this ambient is inactive. Informally speaking,
inactive means that n cannot execute any action and it is not yet
visible to other ambients (a complete exposition of this concept is
postponed till Section 6.3.7).

An entity is(n) does not move and we assume A(is(n)) = n.

. EZ?P) = {ho(n) | is(n) € n(P)}, is a set of special host entities. We as-
sume A(ho(n)) = n. In every state of the model and for every ambient n

we have is(n) point to ho(n).

Note that for a indexed process P, in E:( ) there exist distinct instances of

is(n;), is(n;) and ho(n;), ho(n;) where i # j for different occurrences of the
ambient n in P. Every HABA state considered in this chapter for modelling
mobile ambients is of the form:

q= <77 P>

The first component v = (E, 4,C) € CONF is the standard configuration of
HABA states (with references) as defined in Definition 5.3.21. This implies
that much of the notation used in Chapter 5 is reused here, as for example
the constant M denoting the upper bound on the precision of the cardinality
function C. For v we write Ef for its set of fixed entities Ef* = E N (Eh°P) U

n(
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6.3.5

is(@) is(a) is(b) is(n)
ho(@) ho(a) ho(b) ho(n)
eq:a ienlb:.(? ez : b e3:b

Figure 6.5: HABA state representation for the model of Fig 6.3(b) with entities
modelling inactive sites processes to be executed.

Es( P)) and E° for its set of entities representing the copies of ambients that

can move, i.e., £¢ = E\E™. The second component P has type
P: Ent — 2Froc

and is introduced for the special case of mobile ambients. P(e) associates to
the entity e the set of processes that e must execute.

Example 6.3.6. The typical state we obtain using the previous sets of special
entities and the component P is depicted in Figure 6.5. The set P(e) is written
close to e. We do not write it if it is only the empty process. For example, entity
e1 has to execute {in .0}, whereas the other entity only {0}. The inactive sites
are always depicted as patterned square in order to distinguish them from host
entities. O

Pre-initial and initial state: an overview

Pre-initial state. We have already discussed that one of the problem in
modelling mobile ambients (in HABA) is how to specify that a particular entity
e represents an ambient n and if there are more than one instance of n how to
distinguish among these instances: the global function A(e) = n cannot be used
in Mi¢TL. The purpose of the pre-initial state is to address this problem. The
pre-initial state is a special state we add to the model with the aim to identify
for every entity which ambient it represents. The pre-initial state of a process
P is built in such a way that every entity representing a copy of the ambient
n leads to the inactive site is(n) € E;f py- The structure of the graph does not
reflect the initial topology described by P. When we specify formulae in the
logic we will exploit the fact that an entity e in the pre-initial state leads to
is(n) to express the fact that e is an entity representing a copy of the ambient
n.

Example 6.3.7. Figure 6.6 depicts the pre-initial state of the process SYS;
in Example 6.3.1. The important point to note for the moment in this figure
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is(@) is(m) is(b) is(msg)
ho(@) ho(m) ho(b) ho(msg) ho(mail)
er:m ez : b e4 : MSg e3 : mail
open msg out mail.D outm.in b.msglout mail.D]

Figure 6.6: Pre-initial state of the process SYS; of Example 6.3.1.

is that every copy of an ambient leads to the corresponding entity in Eif( Py
For example e; that stands for m leads to is(m). Although e; has the label m
(i.e., A(e1) = m), this information cannot be exploited in the logic. However,
in A@l¢TL we can refer to is(m). Hence, due to the pre-initial state, we can
use the formula 3z : x ~» x,,, in order to identify = as an copy representing the
ambient m. O

Example 6.3.8. The security property (UA) of Example 6.3.1 is violated if
and only if the following A@¢TL formula is satisfied

¢ = T :x~ Tysg AF(X b Tisg A .0 F# mail N z.a #D).

As usual, mail is a shorthand for x,,..a and b for zy.a. ¢ states that msg
eventually will be included inside an ambient different from mail and b (which
are the only trustworthy ones) violating therefore the security property (UA).
The property (BA) of Example 6.3.2 is violated if and only if:

Y = Fr 2~ Thdata NIY Y~ Thlter AF(T P Thaata T-0 # send A
z.aF#b A (z.a=filter =y Thuer N yaFb A y.a# send))

where send = Zgend.a, b = zp.a and filter = Taper.a. 1P states that eventually
hdata escapes the boundary ambients b and send, and if it is inside filter this
is not protected by one of the two boundaries.

Hence, if Hsys, and Hgys, are the HABA modelling SYS; and SYSs2, the
security properties are guaranteed to hold if we verify

Hsys, £ ¢ and Hsys, # .

That can be checked using the model checking algorithm defined in Chapter 5.
O

Initial state. The pre-initial state does not reflect the initial topology defined
by the process P. This is done by the initial-state whose purpose is in fact to
model the son/father relation described by the process in terms of entities and
references between them. For example, Figure 6.7 shows the initial state of the
process SYS; of Example 6.3.1. Ambients m and b are inside the outer-most
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6.3.6

is(m) ho(m) |s(b) ho(b) is(msg) ho(msg) is mazl) ho(mail)

is(Q ho(
open m‘i/x
eq 1 msg

i out mazl.D
es : mail

open msg out m.in b.msg[out masl.D]

Figure 6.7: Initial state of the process SYS; of Example 6.3.1.

ambient @, whereas mail is inside m. Ambients b and mail are empty. is(msg),
ho(msg) and e4 maintain the same pointer structure as the pre-initial state
since in the beginning ambient msg cannot execute any action (we say that it
is inactive). In fact in SYS7, msg is guarded by out m.in b (cf. the process
to be executed by es:mail in Figure 6.7 or see the definition of SYS1). Ouly
when both out m and in b have been consumed msg is enabled to execute its
actions (it becomes active). In a HABA state we model inactive ambients by
letting the copies of the ambient lead to the their inactive site. Only if an
ambient is inactive its inactive site has some entity leading to it. Apart from
the outer-most ambient @, in the pre-initial state every ambient is inactive by
definition (cf. Figure 6.6). The formal, definition of active, and inactive are
postponed till Section 6.3.7. Finally, note that the ambient @ does not have
a real instance (it is modelled only by is(@) and ho(@)), therefore we delegate
is(@) the execution of open and !.

On morphisms and canonical form for mobile ambients

In Chapter 5, where we have defined the symbolic operational semantics of L,,,
we introduced the notion of canonical form for HABA configurations. In this
chapter, we reuse that concept and show that it is suitable also for the case of
mobile ambients.

Assumption on morphisms. The employment of ES(P for the same pur-
pose of the program variables PV in Chapter 5 entails the same kind of assump-
tions on morphisms and reallocations. In particular, throughout this chapter
we consider only morphisms that satisfy the following conditions:

N2 = VeeEfp i Mee) =1 (6.6)
/

=g = Vee E,, : (Py(e) =Py (h(e)) N Ale) =A(h(e))) (6.7)

Conditions (6.5) and (6.6) correspond to those applied in Chapter 5. They
force the correspondence of the program variables in configurations related by
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morphisms or reallocations. Condition (6.7) is typical for the ambient calculus
and simply forces morphisms to map an entity e only onto another entity e’
representing the same ambient and executing the same process.

The notions of L-safety, L-compactness and canonical form developed in
Chapter 5 can be adapted for Mobile Ambients in a straightforward manner.

Definition 6.3.9 (L-safety for MA). Let L > 0. A configuration v with

EZ‘EP) C E, is L-safe if

Ve € E,hf(’P) (Ve :d(e',e) < L=C,(e) =1).

Definition 6.3.10 (L-compactness for MA). Let L > 0. A configuration
v with EZ‘EP) C E, is L-compact if

Ve € E, : (indegree(e) >1 Vv Je’ € E:‘l‘(’P) d(e,e') < L+1).

The only difference with the L-safety and L-compactness of Chapter 5 is
that here we consider the distance between a generic entity and a host one
whereas there we regarded the distance from a program variable to a generic
entity.

Definition 6.3.11 (canonical form for MA). A configuration v is L-
canonical (or in L-normal form) if v is L-safe and v is L-compact.

As we have seen in Chapter 5, using only states in canonical form has a
double advantage: on the one hand, it is possible to determine precisely which
entities are involved in a pointer update; on the other hand, as we will see, the
canonical form helps to obtained a finite-state HABA.

Dealing with multiple instances of an ambient. We represent multiple
copies of the same ambient by multiple/unbounded entities. Due to canonical
form, multiple/unbounded entities are not direct children of hosts: there are L
concrete entities in between. However, both the multiple/unbounded entity and
the preceding concrete entities represent different copies of the same ambient.
Hence, all these entities are assumed to be at the same level, i.e., inside the
same ambient. This is according to our initial aim to collect information about
what is contained at top level for every ambient whereas we do not care about
inner levels. With this model we are able to distinguish that inside an ambient,
say a, there are no instance of the ambient b; or there are precisely 7 instances of
b with 1 <1i < L+ M; or there are more than L+ M instances of b where L and
M are the usual parameters that properly tuned can be exploited to accomplish
a more precise model. Furthermore, the use of canonical form ensures that the
model is always finite.

Example 6.3.12. Assuming M = 1, in the ambient a depicted in Figure 6.8,
there are exactly two instances of the ambient n and any number of copies
strictly greater than 4 of the ambient b. Between copies of the same ambient,
we depicted dashed horizontal arrows to stress that, at the conceptual level,
these arrows do not describe a son/father relation as the solid vertical ones. O
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is(n) is(b) is(a)
ho(n) ho(b) ho(a)
O Ore OO @
e1:b ex:n ez :n eq:b e5:b es: b er:b

Figure 6.8: Representing multiple instances of the same ambient.

6.3.7 Coding processes into HABA configurations

In this section we define a function that given a process P codes it into a HABA
state, i.e., it returns:

e a configuration v that model the ambients topology delineated by P;

e a function P that associates to every entity in the configuration the set
of capabilities it must perform.

For doing this, we first need few auxiliary definitions.

Configuration union. For a configuration v, let £ (e) be the longest pure
chain of a copies in + leading to (and including) e. That is

ti(e) ={e' € ES |A(e') = a, e € p*(e)} U {e} (6.8)

For example in Figure 6.8, we have £ (ho(a)) = {ez, €3, ho(a)} and ¢4 (ho(a)) =
{er, 6, €5, e4,ho(a)} and L2 (ho(b)) = {e1,ho(b)}.

For configurations v,~" with distinct sets of non-fixed entities and with
equal pointer structure as well as cardinality function over common entities,
i.e., such that:

ESNE, = @
CyI(EyNEy) = Cy
py [ (Ey N Ey) Hey?

we define the union configuration vy W~' = (E, u,C) where:

EFE = E,UE,
p~(e) ife € E,
() = Ly (€) ifee Eg’f
H first(02(py(e)))  if exa € ES, A puy(e) € BN
Hy(€) otherwise

_ C,le) ifeekE,
Cle) = { Cy(e) ifee Ey\E,
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Figure 6.9: Example of configuration unions.

The definition of E is straightforward. C is well defined since C, and C,/ are
equal on the intersection of their domains. For e:a € E./, p(e) assign the first
entity in the queue of copies of a.

Example 6.3.13. Some examples of configuration unions are depicted in Fig-
ure 6.9. If both configurations have copies of an ambient, say b, inside the same
ambient, say a, the union appends the copies of the second configuration to
those of the first one. In the figure, this is exemplified in 3 & 4. O

To accomplish union of states we need also to define a notion of union for
the component P of the state. This is done point-wise as follows: let ¢ = (v, P)
and ¢ = (7', P’) be two states and e € E, U E,/, then

(e)UP'(e) ifee E,NE,
(e) if ee EL\E, (6.9)
"(e) ifee E,\E,

(P18 P)(e) =
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and finally we can easily define the union for states component-wise:

(v, PYw (y,P") = (yu~ ,PyUP) (6.10)

Subprocesses executed by ambients. In order to construct the compo-
nent P of the state we need the following function p : Proc — 2F°¢ that given
a process P returns the set of sub-processes that the ambient containing P
must execute. It is defined by:

p(0) =@ p(M.Q) ={M.Q}
p(Q Q) =p(@Q) Up(Q) pm[Q]) =2
p(1Q) ={!Q} p((rn)Q) = p(Q)

By by the previous definition, processes belonging to nested ambients are not
returned. Note that because of the assumption on the bound names we can
delete restriction.

Example 6.3.14. Consider our running example SYS;. We have:
p(out m.in b.msglout mail.D]) = {out m.in b.msg[out mail.D])}

This will be used to define the process that must be executed by the entity
representing the copy of mail. Moreover, since the ambient m contains only
mail[out m.in b.msg[out mail. D]]) the copy of m does not execute anything, in
fact p(maillout m.in b.msglout mail.D]]) = @. O

Enabled ambients. An enabled ambient is an ambient which is ready to
perform some action. enab(P) denotes the set of all enabled ambients in P. Tt
is defined as:

enab(0) = & enab(M.Q) = @
enab(Q | Q') = enab(Q) U enab(Q’) enab(alQ]) = {a} U enab(Q)
enab(1Q) = enab(Q) enab((vn)Q) = enab(Q).

Example 6.3.15. Consider SYS; of Example 6.3.1. The set enab(SYS;) =
{m, mail,b}. Note that ambient msg is not enabled (yet). O

The classification of enabled and non-enabled ambients entails a correspond-
ing representation on the HABA configurations that represents the process. We
have already anticipated that in the model we classify an ambient a according
to the existence of entities leading to the inactive site. Therefore, in the model
we have the following (semantical) notion that corresponds to (the syntactic
one of) being enabled.

Definition 6.3.16. In state ¢, the ambient n is active if fe € E,,, : e <, is(n).

If n is not active it is called inactive. The operational rules use this notion
in order to distinguish between ambients that may perform a capability from
those that cannot.
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Figure 6.10: Graphical representation of £(a).

The very basic building block for the construction of the state is the rep-
resentation of that (sub)part related to the fixed entities of an ambient a, i.e.,
is(a), ho(a). Let a € n(P):?

e(a) = ({ho(a),is(a)}, {(is(a),ho(a))}, Lyis(a) ho(a)}> {(ho(a), 0), (is(a), 0)})

¢(a) indicates the empty (fized) state for ambient a and its graphical represen-
tation is shown in Figure 6.10. The function Q(a, P, k,act) returns a HABA
state representing the process P contained inside the ambient a. The param-
eter k is used for dealing with cardinalities. The parameter act is a boolean
that instructs €2 to construct the P configuration with the active or with the
inactive representation of its ambients.

Formally, Q : N x Proc x M* x B — CONF x (Ent — 2F*°¢) is given by:

e(a)
e(a) W(m, Q, k,act)

Q(a,0,k,act) =
[ ({e,ho(a)}, {(e,ho(a))}, {(e, k), (ho(a), 1)},
(]

Q(a, m[Q), k, act)

{(e,p(Q)), (ho(a),0)}) if act

({e,is(m)}, {(e,is(m))}, {(e, k), (is(m), 1)},
{(e, p(Q)), (is(m),0)}) otherwise

where e:m is fresh

Q(a, Q1|Q2, k, act) Q(a, Q1, k, act) W Q(a, Q2, k, act)

where E.CYQ(G,Ql,k,act) N E’cm(a,Qg,k,acw =9
Q(aa (Vn)Q7k7aCt) = Q(a,Q,k,act)
Q(av !Q7]€,8Ct) = Q(a7Q7*7aCt)

Q(a, N.Q, k,act)

e(a) W Q(a, Q, k, ff)

The representation of the empty process inside a is given by the empty active
state for a. The representation of m[@] in a comprehends the empty state
for a, the sub-state of @) inside m and a configuration with a non fixed entity

2From now on when convenient we write a state as a four tuple (E, u,C, P), where it is
clear that the first three correspond to the configuration. Moreover, in this case, we write
functions as set of pairs, i.e., (e, f(e)) for f(e) =¢€’.
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e standing for the copy of m in a. Depending from the parameter act, this
representation can be either the active or the inactive one. Fixed entities have
always cardinality 1, whereas entities representing copies, like e, are concrete if
their ambient does not occur within the scope of replication. This is recorded
in the parameter k£ which is assigned to e as cardinality. Moreover e has asso-
ciated the set of capabilities p(Q) to be executed. The representation of Q1|Q2
is given by the union of the representation of @J; and ¢J2. When encountered,
Q(a,!Q, k) makes a recursive call changing the cardinality from k to * This as-
signs cardinality * to every non-fixed entity within the scope Q(a, @, *). Finally,
the representation of N.Q inside a has the empty state for a and the inactive
representation for the process (9 — which since guarded by N contains only
non-enabled ambients. Therefore the recursive call Q(a, @, k, ff) is done with
the explicit value act = ff.

Lemma 6.3.17. For all m € n(P) and @ subprocess of P: if Q(m, Q, k,tt) =
(v, P) then m is active.

Proof. Straightforward by induction of the structure of Q. O
Lemma 6.3.18. For every process P,

a € enab(P) = ais active in Q(Q, P, 1,tt).
Proof. Straightforward by induction of the structure of P and by the previous

lemma. O

Example 6.3.19. Figure 6.11 shows the HABA state representation for
Q(@, blopen msg], 1.tt)

as well as
Q(@, m[mail[out m.in b.msglout mail.D]]], 1, tt).

In the latter, note the different representation between active ambients (Q, m,
mail) and inactive (msg). Composing the two states (by the union operation)
together with (@, open msg, 1, tt) we obtain:

Q(Q, blopen msg], 1, tt) W Q(Q, open msg, 1, tt) W
(@, m[maillout m.in b.msg[out mail.D]]], 1,tt) = Q(Q,SYSy,1,tt).

The state Q(@, SYS1,1,tt) is depicted in Figure 6.73. O

Example 6.3.20. Figure 6.12 contains an example state in case of replication.
By definition we have Q(@Q,In[inn],1,tt) = Q(Q,n[in n|,*,tt) therefore, the
entity eo modelling the copies of n, becomes unbounded. o

3Except for the capability of is(@) that is be dealt with in a special way, see Defini-
tion 6.3.21.
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7777777777777777777777777777777777777777777777

3 is(@) ho(@) is(b)  ho(b) 3
| N—or"7 |
3 Oez:b 3
3 open msg 3

is(Q) ho(@) is(m) ho(m) is(mail) ho(mail) is(msg)  ho(msg)

N

eq4v msg

erem es : mail out mail.D

out m.in b.msg[out mail.D]

Q(@, m|mail[out m.in b.msg[out mail.D]]], 1, tt)

Figure 6.11: HABA states (up to isomorphism) returned by
Q(@, blopen msg], 1,tt) and (@, m[mail[out m.in b.msglout mail.D]]], 1, tt).

is(@) ho(@) is(n)  ho(n)

Q(Q, Infin n], 1, tt)

Figure 6.12: HABA state (up to isomorphism) returned by Q(@, In[in n], 1, tt).

Finally, the next definition give the encoding of a process in a L-canonical
HABA state. Q(Q, P,1,tt) does not necessarily return a canonical state. That
happens only in some circumstances involving unbounded entities. In order to
get a canonical state, Q(@, P, 1,tt) is first expanded to a safe state and then
contracted by the canonical form.

Definition 6.3.21 (Process encoding). The process encoding function D :
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6.3.8

3 is(Q) ho(@) is(n)  ho(n) 3
3 O‘ 77777777 Oez ‘n 3
| €2 :Mn inn |

Figure 6.13: 1-canonical representation of Q(@, In[in n], 1, tt).

Proc — CONF x (Ent — 2FT°¢) is defined by:

D(P) = (cf(v'), Paa,p1,w{p(P)/is(@)})

where h : ’}/I>—>’Y(2(@’p’17tt) is a contractive morphism such that Ve &€ E;, :
|h=(e)] =L+ M + 1 and v is L-safe.

Note that the condition on h corresponds to require that the shrink factor
in every unbounded entity is precisely L + M + 1, or in other words, every
unbounded entity is replaced by a chain of L+ M +1 entities. By the canonical
form of 7/, these chains will be reduced to chains with L concrete entities
pointing to an entity in EZ‘E P) (because of L-safety), followed by an unbounded
entity (since there are M + 1 remaining entities).

For example, the state in Figure 6.12 is not L-canonical for any L > 0.
The canonical form automatically provides us with the correct representation
needed for the simulation of P’s behaviour. Figure 6.13 depicts the resulting
1-canonical state obtained after the application of the canonical form to a safe
configuration 4’ where the unbounded entity es is expanded in L + M + 1
concrete entities. Note that for any M > 0 there is only one such v’ (up to
isomorphism), moreover the canonical form is also unique up to isomorphism
by Theorem 5.6.16.

The definition D assigns to the inactive site is(@) the set p(P) containing
the capabilities to be executed by Q.

Pre-initial and initial state construction

In Section 6.3.5 we have informally introduced the idea and the motivation of
pre-initial and initial state. The function €2, and D provide us with the main
ingredients necessary for the definition of these states.

For any process P, its pre-initial state is given by:

Qpre = Q(@, P, 17ff) (611)

References among entities are defined — by the application of Q(Q, P, 1, ff) —
in order to follow the (inactive) scheme introduced informally in Section 6.3.2
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6.3.9

(in particular see Figure 6.6). From the previous definition we have that in the
pre-initial state every ambient in P is inactive.
Given the mapping D, the definition of initial state is straightforward :

Gin =D(P). (6.12)

Gpre performs the transition gpre — Apre din where Ay is defined by:

)\pre = hcf o h_l(')/pre éd’—> ’YQ(@,P,l,tt))' (613)

The morphism h : v'=——7q(a,p,1,)) is the one given in the definition of D(P).
This definition corresponds to A used in the assignment rule for the symbolic
semantics in Table 5.6.4 (cf. Section 5.6.4). The same definition of reallocation
will be used in the operational rules for the execution of capabilities. The
correspondence to the reallocation of the assignment rule for the language £,
is not surprising since the execution of capabilities correspond to manipulation
of pointers and therefore it is essentially an “atomic” sequence of assignments.
Proposition 5.6.20 ensures that A is a indeed a reallocation.

Configuration link manipulations

In the definition of the operational model, the computation of a process P
corresponds to specific pointer manipulations that mimic the movements of P
ambients.

Activating ambients. In Section 6.3.7, we have seen that active ambients in
a HABA state modelling P correspond to enabled ambients in P. Informally, if
an ambient is enabled means that one of its instances can execute capabilities.
During the computation if an ambient a executes the capability N of the process
N.Q, since @ is no longer guarded by N, some ambients in () may become
enabled. In the HABA state these ambients must be activated in order to
have a consistent representation of the process. Here we define a function
actg,q(7y) that modifies the pointer structure of v in such a way that every
enabled ambients of the process ) rooted in a becomes active.

actg.a(7) = (Y\V¥2(0,0,1.#)) U Y0(a,@,1,tt)-

The activation process consists of replacing the part of the configuration related
to @ with inactive representation (i.e., Q(a, @, 1, ff)) by the configuration where
the enabled ambients of @) are active, i.e., Q(a, @, 1, tt).

Proposition 6.3.22.
Vm e n(Q) : (m € enab(Q) < m is active in Q(a, @, 1,tt)).

Proof. Straightforward by induction on the structure of Q. O

Example 6.3.23. Figure 6.14 depicts the activation of the ambient m by the
outer-most ambient @. It corresponds to act,(o),a(7)- O
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Figure 6.14: Rearrangements of pointers performed by act )« (7) activating
m.

Moving ambients. The execution of capabilities in and out involves moving
entities from one host entity to another. In our setting, this activity requires
some re-adjustments in order to keep a consistent structure of the configuration.
For example, several instances of an ambient b contained in a form a queue (cf.
Figure 6.8). If another copy e:b enters a, it is enqueued in the first position
of the queue. Symmetrically, if a copy of b moves out a (in Figure 6.8 the
entity e4) it must be dequeued and enqueued in the target ambient. We define
the function mowve(~y, e — €) that, in order to move e inside é, manipulates v
according to the consistency requirements just described. move : CONF x Ent X
Ent — CONF is defined by:

move(y, e &) = (Ey, py{é/e, py(e)/u3'(e), e/e'},Cy)

where p(e/) = é, A(e/) = A(e). The entity e moves inside é (the first point-
ers update of p,). The second and the third update concern the consistency
discussed above. In particular, if there is a queue starting with an entity
p~t(e) pointing to e after the transition, =1 (e) points to u(e) (cf. second link
update). Moreover, é may already have a queue (with first element e’) rep-
resenting copies of A(e). In this case, e is inserted in the first position (third
link update)?. Figure 6.15 shows how the configuration changes when e4 moves
inside ho(n).

Updating the state for the In/Out capabilities. There are more mod-
ifications to carry out during the execution of capabilities in and out than
those performed by move. More specifically, assume there is an entity e that
executes IN.() where N is either in or out. The execution of N requires three
kinds of tasks:

(i) pointer rearrangements moving e from its current location to the target
location and those due for the consistency of the configuration. As we
have seen, these updates are performed by move.

4Note that e/ may not exist in which case this update does not take place.
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is(n) is(b) is(a)
ho(n) ho(b) ho(a)
O 0/ \Q ——————— OO @
el ex:n ez :n eq: b e5:b eg: b er:b

move(y, ez — ho(n))

is(n) is(b) is(a)
ho(n) ho(b) ho(a)
O O 0/ \) ——————— O @
e :b eq:b ex:n ez :n e5: b eg: b er:b

Figure 6.15: Rearrangements of pointers for move(y, e4 — ho(n)).

(ii) rearrangements due to the activation the ambients that in @ become
enabled.

(iii) the set of capabilities P(e) should be updated in order to record that e
has executed N and that it must continue with Q.

We define the function I0Up(q, N.Q, e — é) that manipulates the state ¢ ac-
cording to (i)—(iii) when e moves inside é because of the execution of N and
continue with Q. IOUp : ((CONF x Ent — 2PT¢) x Proc x Ent x Ent) —
(CONF x Ent — 2Pr0¢) ig defined by:

I0Up(q, N.Q,e — &) = (actg ace)(move(vy, e — é)),
P{(P(e)\{N.Q} U p(Q))/e})

The configuration of the state is obtained applying first the rearrangements to
move e inside é (this is done by move). After the manipulation of pointers
activation takes place. The component P(e) is obtained deleting N.Q and
adding the subprocesses to be executed in @Q, i.e., p(Q).
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6.3.10

Dissolving ambients. The next operation manipulates a configuration ~ in
order to dissolve an ambient. This will be used to define the update of the state
for the open capability rule. Informally dissolve(w,e’,e) modifies v in such a
way that the ambient of €/, say a, opens the ambient represented by e, say b.
The pointers manipulation involving the opening of b consists in the acquisition
of its inner ambients by a; The function dissolve : (CONF x Ent x Ent) — CONF
is defined by:

dissolve(y, €', e:b) = (B \{e}, o {e'/u5(e), /5 (ho(®)}, Cy [ E;\{e})

When called, dissolve, the entity €’ is a host entity of an ambient say a. + is
updated first of all in order to link to the host e’ some possible other copies of
b contained in a, i.e., p15 L(e). Secondly, a acquires the ambients nested inside
the copy of b (given by e), that is pu; ' (ho(b)).

Updating the state for the open capability. As for in and out, we now
define the update of the state when open is executed. This involves as in the
previous case, a rearrangement of links done by dissolve, the activation of the
ambients that become enabled and the update of the set of subprocesses that
remain to be done by the entity executing open. OpenUp : ((CONF x Ent —
2Proc) » Ent x Ent x Proc) — (CONF x Ent — 2Pr¢) is defined by:

OpenUp(g, N.Q,e":a,e) = (actq,q(dissolve(ryq, ho(a),e)),
P{(P(e)N\{N.QtUp(Q)UP(e))/e'})

Note that e’ is the entity executing open . Since it is a copy of ambient a, its
host is passed as parameter of dissolve. However, e’ takes the processes P(e)
that were supposed to be executed by e.

A HABA semantics of mobile ambients

We can now define the HABA Hp meant as a symbolic model for the process
P.

Definition 6.3.24. Let P be a well-indexed process. The abstract semantics
of P is the HABA Hp = (Xp, S, E,—,I,F) where
o Xp={x,|nen(P)}U{zal;

e S C CONF x (Ent — 2Fr°)) such that Gpre;Qin € S, where for state
(v,P) € S, the component P(e) is the set of processes that must be
executed by e.

® E(v,P)=(v,P);

elet R C S x (Ent x Ent — M) x S be the smallest relation satis-
fying the rules in Table 6.3.10. Then — = R U {(¢pre, Apre,Gin)} U

{(¢,id,q) | 73¢", X : (¢, N\, ¢') € R};
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e € E™  inb.Q € Py(e), b€ siblings(e)
In " /
q_>)\ Cf(’y )7 P
where (7', P’) = I0Up(q,in b.Q,e — ho(b;)) and (7", h) € SExp(v')
e€ E™, outb.Q €P(e), e=<ho(b;) a €& parents(b;)
Out 7 7
q— Cf(’y )7 P
where (7', P’) = I0Up(q,out b.Q,e — ho(a)) and (v, h) € SExp(y’)
m ' h.
Open e € Eg, openb.Q € P(62/’ e/.bz € son(A(e))
g—, cf(»"),P
where (y',P’) = OpenUp(q, open b.Q,e,¢’) and (7", h) € SExp(v’)
e € Eg, !'Q€P(e)
B g
ang q—)A Cf(’yl)7 P/
where P’ = P, {(P4(e) U p(Q))/e} and (v',h) € SExp(actg,ace)(Vq))

Table 6.3: Operational rules for Mobile ambients.

e dom(I) = {gpre} and I(gpre) = (&, V) where ¥(z,) =is(n) (n € n(P)).
e F={{qe 5|3 X:q—,d =q=14}}

The set Xp contains a logical variable for each ambient name occurring in P
plus z@q that is used to refer to the outer-most ambient. The transition relation
— contains those transitions defined by means of the rules in Table 6.3.10
together with a transition from the pre-initial state and an “artificial” self-loop
for each deadlocked state in R. The set of accept states F is defined as the
set of states which only have a self-loop. Every computation reaches an accept
state that is visited infinitely often, fulfilling therefore, the generalised Biichi
acceptance condition. The set of initial states contains only the pre-initial state
and the interpretation 9 that allows us to refer to ambient names in Aaf¢TL
formulae.
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g =2 >cf(q")

id Pt

q/ < A 3 q//

Figure 6.16: Relations among morphisms involved in a transition.

Operational rules. The execution of a capability N.Q), in a given state
q, applies the following pattern: <, is first modified in order to achieve the
needed link rearrangements that depends from the capability executed and P,
is updated. This is performed by IOUp (for in and out) or OpenUp (for open).

Applying such pointer updating corresponds to an id reallocation from =y
to 7. Because of the rearrangements of the links, 7' may be not canonical.
Therefore, we consider its safe expansion, i.e. SExp(y’) (cf. Definition 5.6.18)
and for each of its element (y”,h) we take the canonical form cf(y”). The
overall behaviour, and the relations among morphisms and reallocations just
described, can be summarised with the diagram in Figure 6.16. This strategy
is the same as the one applied to the rule of the assignment statement in the
symbolic semantics in Chapter 5. The reader is referred to that chapter for a
full treatment of the topic. For this reason, also the reallocation A in the rules
for in, out, open of Table 6.3.10 is the same as the one of the assignment rule
in Table 5.6.4 (cf. Section 5.6.4):

A=hgoh ' (y 2. )

Proposition 5.6.20 ensures that A is a reallocation.

For a configuration ~y, the transition relation uses some auxiliary concepts.
The entities (in the source state ¢) that are allowed to move, called mobile
entities, are indicated by E™ and are defined as:

E™ = {e € ES | A(e) is active, pgy(e) € EZ‘EP)}.

Only concrete non-fixed entities modelling an active ambient and directly point-
ing a host can move. Other concrete entities do not move. In the rules,
Ef =E™U{is(@)}.

Example 6.3.25. For the state represented in Figure 6.8, we have E™ =
{e1, e3,e4}. Entities such as es and e5 can only move when they are shifted to
the beginning of the queue, i.e., when ez and e4 have moved, respectively. [
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Moreover, we use:

siblings(e) = {b;| 3e":b; # e (uy(e') = py(e) V py(e') =€)}
son(a) = {e'€ Eq\ES(P) | ¢ <4 ho(a)}
parents(b;)) = {a|3Je:b; € son(a)}

siblings(e) is the set of ambients having an instance with the same parent of e.
son(a) returns the entities that are sons of the ambient a. parents(b;) is the
set of parents of indexed ambients b;.

Example 6.3.26. For the initial state in Figure 6.7 we have:

siblings(e;) = {b}
siblings(eg) = @
parents(mail) = {m}
son(@) = {ey,ea}.

We explain the rules for the transition relation.

e In rule: If a mobile entity e has among its enabled capabilities in b.Q
and there exists a sibling ambient b then e moves inside b. Any indexed
b; must be considered.

e Out rule: If a mobile entity e executes out b.() and its father is any
indexed ambient b;, i.e. e < ho(b;) then e must move in every ambient
containing a copy of b;.

e Open rule: A mobile entity e can execute open b, if there exists a
son(A(e)) ¢ modelling a copy of b. Entity e’ is dissolved and the compo-
nent P(e) acquires the processes contained in P(e’). This is done by the
application of OpenUp.

e Bang rule. If a process !Q) is contained in the set of processes that e
must execute, then !Q is expanded using the equivalence !Q = Q|!Q.

Note that we do not need structural rules for parallel composition, restriction,
ambients since a those construct are implicitly represented in the configuration
of a state.

Example 6.3.27. The HABA modelling SYS; of Example 6.3.1 is depicted in
Figure 6.17. as we have seen in that example, for SYS; we wanted to check the
secrecy property: (UA) “no untrusted ambients can access D” and expressed
by the M/ TL-formula:

G=Tx: 2~ Timsg ANF(X P Tsg A 2.0 # mail N z.a #D).
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6.4

No runs of the HABA satisfies ¢ therefore in SY.S; only b can access the secret
data D. O

Example 6.3.28. Part of the HABA for the process !n[lin n] is shown in Fig-
ure 6.18 for L = 1 and M = 1. With this parameters we can distinguish that
there are 0,1,2, and more than 2 ambient nested in n at the same time. In-
creasing the values of L or M we can accomplish more accurate predictions at
the cost of increasing the state space of the HABA.

Given a process P, the subpart of the state containing only fixed entities is
e(n(P)) = Waen(p) €(a)-

Conjecture 6.3.29. Let P be a well-indexed process. If noi(P) — @Q then
there exists A and a well-indexed process Q' such that D(P) —, (D(Q")wn(P))
and n0i(Q') = Q.

Proof. See Appendix C. O

Discussion. The abstract semantics for mobile ambients presented in this
chapter provides a safe approximation of a process P. Although for many in-
teresting processes the method provides rather precise information, some limi-
tations occur on processes where name restriction is combined with replication.
Like other analyses for mobile ambients based on static methods [40, 57, 75, 86],
our semantics does not distinguish between processes !(vn)P and (vn)!P as
instead it is done by the standard semantics (cf. observation at page 199).
However, the model is able to capture precise information on the number of
copies of the same ambients that may be inside another ambient, therefore it
distinguish between P and !P. The precision can easily be increased.

Related work

The paper [86] proposes an algorithm detecting process firewalls that are not
protective. The technique is based on a control flow analysis that records
which ambients may end up inside what other ambients. The analysis does
not distinguish between a process P and !P. The same authors improve the
previous technique in [57]. The strategy is very similar to the previous paper,
however, the precision of the analysis is improved by the use of information
about the multiplicity of the number of ambients occurring within another
ambient. The distinction is within the range {0, 1,w} where w means “many”.

The paper [40] defines a refinement of the analysis proposed in [86] for
the special case of Safe Ambients [76]. These are a modification of mobile
ambients where the execution of a capability takes place only if both the am-
bients involved agree. The analysis proposed — as the one in [86] — does not
distinguish between different copies of the same ambient.

An abstract interpretation framework for Mobile Ambients is introduced
in [75]. Based on [57] and [40] the analysis proposed in this paper introduces
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N apre
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Figure 6.17: The HABA representing SYS; of Example 6.3.1.
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Figure 6.18: Part of the HABA representing !n[lin n].
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some information about multiplicity of the ambients and contextual informa-
tions.

Again, based on [57], the paper [14] defines a more accurate analysis for
capturing boundary crossing. No information on multiplicities is provided.

The kind of analysis we have developed in this chapter is clearly not the
main result of this thesis (as it is even closed by a conjecture). It is meant just as
an illustrative application example of the techniques introduced in Chapter 5.
However, it may represent an alternative approach to the main stream analysis
based on abstract interpretation and control flow analysis (in the Flow Logics
stile). It is somehow premature to draw conclusions on accuracy of these very
different techniques. Rigorous comparisons should be provided on this respect.
We leave that as future work. Nevertheless, it is worth to mention, that a strong
point of our technique seems to rely on its power of counting occurrences of
ambients, as well as its flexibility on tuning the precision. On the other hand,
it seems that this may be more difficult in the other techniques described in
the aforementioned papers. Finally, the simplicity of the model that results
just as a straightforward application of Mif¢TL and HABA framework appears
to us to be appealing. Even more because mobile ambients is a rather different
domain than object-based systems for which the framework was designed for
(this make the example in our opinion yet more interesting).

Somehow, different from the previous stream of work is the paper [22] where
the authors try to identify a fragment of mobile ambients that can be verified
by model-checking. For this fragment, the paper introduces a model-checking
algorithm for the Ambient Logic [20].



7.1

Conclusions and Future
work

In this last chapter we give some retrospective considerations on what has
been achieved in this dissertation. Moreover, taking that as a starting point,
we suggest a few possible directions that could be pursued for future research.

Achievements

In Chapter 3, we have defined BOTL, a temporal logic that is aimed at specify-
ing properties of object-based systems. It is inspired by the Object Constraint
Language (OCL) [110]. The formal semantics of BOTL was used to provide
a rigorous foundation to a significant subset of OCL including, for example,
invariants and pre- and postconditions. The formalisation was carried out by
a translation from OCL into BOTL. The first benefit was to address a few am-
biguities (as reported in the literature) that at the time of the development of
BOTL were still present in OCL. More importantly, however, we believe that
the mapping of OCL into BOTL sets the right formal foundation for the devel-
opment of model checking tools having OCL as specification language. Being a
part of the UML, OCL is rather widespread in industry. Therefore such tools
could represent a significant step towards the practical introduction of formal
methods among practitioners.

As we observed in Chapter 1, two crucial aspects of object-based systems
are the notion of dynamic allocation (birth) and deallocation (death) as well as

229
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dynamic references (pointers) between objects. The contribution of the second
part of this thesis is related to these issues.

In Chapter 4 we have focused on dynamic allocation and deallocation by
a subset of BOTL called A¢/TL in which these two notions are primitives.
ACCTL contributes to the specification of relevant properties about allocation
and deallocation. On the modelling side, we have defined an extension of
(generalised) Biichi automata, called HABA, whose runs generate models of
AUTL-formulae. HABA give finite-state abstractions of infinite-state systems
whose infinite nature stems from unbounded allocations. The use of HABA
is exemplified by defining finite-state semantics for a simple programming lan-
guage having intrinsically infinite behaviour. The most important contribution
w.r.t. the notion of birth and death is the proof of decidability of the model
checking problem for AZ¢TL. We have defined an algorithm for model checking
AUTL-formulae against HABA. To the best of our knowledge, this represents
the first effective approach for model-checking systems with an unbounded
number of entities.

In Chapter 5, we have generalised the framework developed for A¢/TL and
HABA in order to include the notion of dynamic references. Indeed more real-
istic systems can be specified and modelled with this approach. The new frame-
work — which comprehends a logic called Aaf¢/TL and HABA with references
as models — is equipped with a more sophisticated mechanism of abstraction
able to capture a wider range of infinite behaviours in a finite way. This has
been illustrated by an example programming language with a simple notion of
navigation. Its operational semantics defined by HABA with references is finite.
Most importantly, also for this extended framework we have defined a model
checking algorithm. With respect to the A¢¢TL algorithm, the full decidability
is lost due to the inherent complexity of the systems considered. Therefore the
algorithm is sound but not complete (false negatives can be returned).

Although this dissertation focuses on aspects of object-based systems, the
techniques that have been developed seem not to be limited to this domain.
This is probably because at a more abstract level, allocation and deallocation
of resources (channels, keys, processes, etc.) and manipulation of dynamic ref-
erences are recurrent problems in many fields of computer science. To support
this claim, we have shown (as an illustrative example) that the framework for
NaffTL and HABA may also be suitable in the context of security. In fact, in
Chapter 6, we have defined an operational semantics for the calculus of Mobile
Ambients tailored towards the detection of some interesting security properties
of mobile processes such as secrecy. The properties are expressible in Ma/¢TL
and the model checking algorithm can be exploited to automatically discover
if the security properties may be violated.



7.2 Future work 231

7.2

Future work

Undoubtedly we close this dissertation with many open questions. Time would
most probably answer the question whether this is a bad or a good sign.

The first urgent and straightforward generalisation of the framework pre-
sented here would be to drop the (unfortunately unpleasant) constraint on the
single outgoing reference of entities imposed to simplify the technical machin-
ery and obtain very precise abstractions. This means to consider full BOTL
models. We strongly believe that this would allow the definition of the seman-
tics of realistic object-based languages by means of HABA. The generalisation
affects the notion of abstraction we have used so far. The main challenge is
then, how to find sensible abstractions of such general models and how such an
approach can scale up to systems of realistic size.

It is reasonable to believe that proper “general” abstractions for every kind
of problem do mot exist. Depending on the system to be specified, different
abstractions may be better suited than others. This seems to have a traumatic
impact on the definition of operational semantics for object languages. Essen-
tially the semantics has to take into account the representation of the heap
that in turn depends on the abstraction used. By changing the abstraction, a
new semantics must be provided. Another interesting question is how much
the operational semantics and the abstraction are actually coupled? To which
extent can the two elements be designed orthogonally? With these premises, we
believe that what is needed is a mechanism to easily specify abstractions: more
precisely, a flexible way to define morphisms which are our main abstraction
tool.

A morphism meta-language. The definition of morphism given in Chap-
ter 5 incorporates some knowledge on the kind of structures from which to ab-
stract. In particular, our definition explicitly contains a condition stating that
multiple/unbounded entities abstract from “pure chains”. Our abstraction de-
pends on this explicit statement. All the other conditions on morphisms are
orthogonal. Accordingly, we could classify the conditions of morphisms in two
categories: abstraction-dependent and abstraction-independent. Some studies
we have recently carried out suggest that abstracting different kinds of heaps
by morphisms would boil down to properly replacing only the abstraction-
dependent conditions. On the contrary, abstraction-independent conditions
seem to be necessary as well as invariant w.r.t. the way to abstract the heap.
They represent minimal reasonable requirements to impose on a wide range of
abstractions (e.g., the cardinality of the abstract entity corresponds to the sum
of the concrete ones).

The issue is then how to simplify the specification of the abstraction-
dependent conditions, so that the effort to migrate from one abstraction to
another is minimised. A possibility could be the definition of some kind of
“morphism language”— such as a logic — whose formulae characterise the
abstraction-dependent properties.
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Chapter 7 — Conclusions and Future work

The generalisation of the framework should be done so that most of the
machinery remains unchanged, like the general structure of the operational
semantics using a canonical form of the state. We have shown that this general
approach can be easily transferred to Mobile Ambients. This gives us the feeling
that the approach may still be applied to many different systems. Moreover,
we believe that such a morphism-language should consider, besides the shape
of the heap, also values (in the sense of BOTL).

Starting from a UML class model — and therefore knowing which kind of
instantiation the system has — we could design ad-hoc abstractions expressing
precisely what the morphism should collapse. For example, a binary tree node
would always have left and right children. Therefore, it could be specified by a
formula that the morphism abstracts the particular shape of a binary tree into
multiple/unbounded entities. As another example, we could specify that the
objects collapsed onto a multiple/unbounded entity should have a particular
value in a field!. In the example of the Hotel system in Chapter 2, we might
not be interested in empty rooms, therefore we could instruct the morphism to
collapse them in a single summary node. In this case the shape of this part of
the heap is not relevant.

Automata theoretic approach to A/TL. Another open research question
is the satisfiability of A¢TL. During the design of model checking strategies
for A/TL, it turned out that the definition of HABA without references is not
suitable for an automata theoretic approach to model checking as described in
Chapter 2. Although HABA are appropriate for automatic verification, they
are not expressive enough to provide canonical models for ATL-formulae.
AUITL can express the order in which entities are allocated and deallocated
(essentially dependencies between entities) but HABA without references can-
not. HABA with references, on the other hand, may be able to circumvent the
problem. It should then be investigated if indeed they are expressive enough
to act as canonical models of A¢¢/TL-formulae.

HABA as specification language. Related to the issue described above
is the possibility to use HABA as specification language (like Biichi automata
are used for specification purposes). This would also provide means for new
algorithms on the automata theoretic style which, in turn, would require the
definition of notions such as the negation of HABA as well as the intersection
(cf. Section 2.1.5). For checking the emptiness of the language of HABA
without references, the procedure 2 would suffice. Concerning HABA with
references, though, we foresee some problems (see below).

HABA with references emptiness problem. It seems quite likely that
deciding the emptiness of the language for a HABA with references is undecid-
able. Further research must be done in this direction in order to substantiate

1This is somehow similar to abstract interpretation.
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this conjecture. Apart from the pure theoretical curiosity, the ability to de-
cide the emptiness of the language, can be very useful. First of all because, as
we have seen, it represents one of the bases of the automata theoretic model
checking algorithm. The second and most important reason has been suggested
by some of our recent studies. It seems that, by imposing a stronger notion
of fulfilling path, the decidability of the A@f¢TL model checking problem may
reduce to deciding whether the underlying run of the path has a non-empty
language?.

Tools implementation. A rather important aspect that has been unfortu-
nately neglected in this thesis is the implementation of the developed theories.
Experimental results would give us some insights into the usefulness of the over-
all approach. Investigations in this direction should involve also optimisations
of the algorithms presented.

Other applications. Along the lines of Chapter 6, other possible applica-
tions of the frameworks should be investigated. Chapter 6 encourages us that
the encodings of other problems in terms of HABA should be possible.

2For a more detailed discussion on this point we refer the reader to the end of Section 5.7.4.
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A.l

Proofs of Chapter 4

Proofs of Section 4.2

Proposition 4.2.12 For A¢/TL-formula ¢, folded allocation sequences o ¢
and allocation sequence o,,:

1. For every (o, Ny, 0,) there exists a (o7, Ny, 0;) such that

(0u, Nu, 0u) T (o, Ny, 0y)

2. For every (o¢, Ny, 0y) there exists a (o, Ny, 0,) such that

(0w, Nu, 0u) T (0, Ny, 0y).

Proof.
1. Trivial by taking (of, Ny, 0f) = (id(0y), Ny, 04)-

[l 3

2. Let oy =EoAoE1)1 - - -. We prove the proposition by defining (o, N, 0
such that id(oy,) = of. Let 0, = E{E] - - -. By definition of =, id(cy,)
oy if (for all ¢ > 0) E; = E; and

)\i o} hz = hi+1 o} Zdl (Al)

where h; is an isomorphism between E; and E..

We show that it is possible to define such E; by induction on i.

245
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A.2

[Base] It suffices to choose E{ such that |Eg| = |E{|. As these sets are
isomorphic, let hg be such isomorphism between Ey and E).

[Step] Assume we have constructed the sequences up to index ¢ (with ¢ >
0). The proof obligation is to construct Ej | = E;; satisfying (A.1). Let
E{ | = EqaU Eyew with EqqN Epew = @. Choose Egq = hi_l(dom()\i))
i.e., Eqq C E! is the set of entities that do not die during the transition
from FE; to E;11, and that in Ez{+1 are old. FEje corresponds to the new
entities of F;11. Choose E,ey such that |Epe,| = |Eipr1\cod()\;)| and
Epew N E; = @. The first constraint on E,., avoids to choose entities
that in E! correspond to entities in F; that died during the transition
from E; to E;11. The second constraint establishes Eojq N Fpe = 9. As
|Enew| = |Eit1\cod(\;)|, Enew is isomorphic to the set of new entities
in E;y1;let h: Epew — (Fig1\cod()\;)) be such isomorphism. Then we
define hiy1 : Ef, | — i1 by:

) o )\Z @) h,z (6) ifee Eold
hiva(e) = { h(e) if e € Epeu.

It is easy to see that this definition satisfies (A.1).

Proofs of Section 4.3

Lemma 4.3.9 For HABA H and any expansion Fxp(H):
(a) L(Ezp(H)) 2% L(H) and
(b) L(Eap(H)) T L(H)

Proof. Let H be a HABA and Eap(H) an ABA that expands H with ¢ :
QEzp(r) — Qn surjective.

(a) Let (o,N,0) € L(H). To prove: there exists (¢/,N',0') € L(Exp(H)
such that (o', N’,0") T/ (0, N,0). Let 0 = EgAE1A] --- be such that p =
qoAogiA1 -+ - € runs(H) generates (o, N, 0) with a generator (¢;);en. Let p’ =
4091 - -+ € runs(Exp(H)). As Exp(H) expands H, it follows that for i > 0:
¢ = ¥(q;), i — ¢i41 expands ¢; —, g1 and |Ey| = |E;|. These facts relate
p, pl and 0. Let o' = EyE, Ey . It follows directly that p" accepts o’.
Note that, by construction, ¢4/ : E — Eg, and ¢; : E; — Eg° are bijective on
the entities that are not mapped onto oo, i.e., |E;\EX®| = |Ey,| = |Eq§\E§£°| for
all ¢ > 0. In order to show that id(c’) = o, we prove that there exists a family
of bijections (h;)i>o with h; : Eg — E; such that

)\gohi:hiﬁ-lo’idE/ﬂE/ . (AQ)
93 9i41

Then it follows (id(c”), hg ' (N), hy ' 0 0) = (o, N, ), and by definition,
(o' hg L (N), hyt 0 0) £ (5, N, 6)
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"
ei+1 € qu‘+1

ei+1 € By

hit1

6; S Ew(

qit1)

Figure A.1: ¢; is generated by ¢; = 1¥(g;).

which proves (a). Consider the following definitions of h;. For ¢ = 0, let:

N TC I T
ho(e) { Go ' 0 dg(e) if g (e) # o0

where h is an arbitrary isomorphism between E",O and Eg°. Note that such
isomorphism exists, since \E°°| = |Eg°| for all 1. For i> 0, let:

A ohoidy! e) if ¢y (e) =00
hiyi(e) = { -1 EqémEqéﬂ( ) qj)q”l( )
¢i+1 o ¢q£+1 (e) if ¢q (e) # 00

The fact that hiiq is well defined can be seen as follows. If ¢g () = oo
then e € E; N Eq, . otherwise the number of new entities in Eq ., and Ey,
would differ, which cannot be the case due to condition (ii) of Def. 4.3.8. Thus,
id;;mEq/ (e) is defined. If ¢g;  (€) # oo then hiy1(e) is defined, since @11 is
bijecltivelgil entities not mapped onto co.

We now show that h; satisfies (A.2) in the following steps (cf. Fig. A.1):
For all i > 0:

The proof is by induction on 3.

(Base) For i = 0 it follows directly from the definition of hg.

(Step) Assume (A.3) holds for ¢ > 0. We prove case i+1. According to the
definition of h;41, we distinguish:

® &g, () # 00 Then ¢it1 0 hipi(e) = i1 0 qﬁj_&l 0 g, (€) = dg, ().
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® &g, () =oc. Then we have

Giv10 hiti(e)

= i1 0A] ohioidy oy, (e)

— [¢q§+1 (e) = oo implies e gEq; N Eq;+1]
¢ir1 0 N7 o hy(e)

= [by condition 4 of Def. 4.3.6)
Ai o @i o hie)

= [by induction hypothesis]

)\i o d)q:
= [by condition (i) of Def. 4.3.8]

¢q;+1 © Zqué ﬂEq;+1 (6)

= ¢q§+1 ()
This completes the proof of (A.3). Using this fact, we prove for all ¢ > 0:

dom(AY o h;) = dom(h;y10idg ,nE, ) (A.4)
a; TG41

Note that dom(hj10idg ,ne, )= EgyNEg, and dom(A] oh;) = {e € Ey |
q; qi+1 K2 7 i
hi(e) € dom(A7)}.

o 2% let e € Ey NEy, . By (A3) it follows ¢4 (e) = ¢; o hi(e). By
condition (i) of Def. 4.3.8, we have that A; o ¢; o h;(e) is defined, since e €
EyNEy . This implies by condition 4 of Def. 4.3.6 that ¢;+10AJ oh,(e)
is defined and therefore e € dom(AJ o h;).

o ‘C let e € dom(AJ o h;). Since XY o h;(e) is defined, ¢it1 0 A7 o h;(e)
is defined as well. By condition 4 of Def. 4.3.6, A; o ¢; o h;(e) is defined.
From (A.3) it follows that A; o ¢y (e) is defined. But then by condition
(i) of Def. 4.3.8, it must be e € Eg N Eg .

This completes the proof of (A.4). Finally, we prove for all 4 > 0:
Ve € dom(\7 o hy) : ()\;’ o hi(e) = hiyr 0 idp ,nE (e)) . (A.5)
9 i41

The equality can be also understood by the fact that the diagram in Fig. A.1
commutes. Let e € Eg N quﬂ. We distinguish two cases:
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° gi)q;“(e) # 00. Then

A7 o hi(e)

= [by definition of /]
X7 0 g7t o by (e)

= [since ¢!, (e) is defined and by Def. 4.3.6 ¢; .}, o \; 0 ¢; = A7

i+1 i+l ‘

b0 A0 0 (0

= ¢, 11 0 Xiogg(e)

= [¢; — ¢i41 expands ¢; —, gi+1, by condition (i) of Def. 4.3.8]
(b;kll o ¢q§+1 °© iquémEQ.’Hrl (6)

— [¢q;+1 (e) # oo, definition of h;41]

hiyi10ide ,ne, (e).
93 i1

. gi)qfﬂ (e) = 0o. Then we have

)\U (¢] hz (6)
-1 .
=X oh;o ZdE%mEqéJrl © Zqu;ﬁEq;H (e)
= [by definition of h;1]
hi+1 o iqu/th/_ (e)
i i+1

From (A.4) and (A.5) it follows (A.2). This completes the proof of (a).
(b) Let (0,N,0) € L(Exzp(H)) with 0 = EgE1Ey--- and p = qoqigz--- be

the run that generates o. To prove: there exists o’ € L(H) such that o' =
id (o). Since p € runs(Exp(H)), there exists p’ = 1¥(qo)Notp(g1)A1 - - - € runs(H)
such that ¢; — g¢i+1 expands ¥(¢;) —,, ¥(gi+1) for all i > 0. Since p is a
run of Exp(H), every state in p satisfies conditions 1-6 of Def. 4.3.8 for a
family of functions ¢q, : Eq, — EJy,). Choose ¢’ = id(c). We show that p'
generates (id(c), N, ). This amounts to prove the existence of a generator ¢/, :
E; — E;Z?qi) satisfying the conditions of Def. 4.3.6. Let ¢} = ¢,,. Conditions
1-3 follow directly from the definition of ¢4, (since by definition it satisfies
conditions 1-3 of Def. 4.3.8). Furthermore, by definition of expansion: A;o¢,, =
®qi11 ©WdE, nE,,- Thus, condition 4 is fulfilled. Consider now condition 5.
Assume e € Eji1, ¢ip1(e) = o0 and e ¢ E;. Then e € E,,,\E,, and therefore
dir1(e) € Ey(g,y)\cod(N;). This is, however, impossible since by hypothesis
¢i+1(e) = oo. Finally, condition 6 holds by definition of ¢;. Hence, we conclude
that (id(o), N,0) € L(H). O

Theorem 4.3.10 For any HABA H and expansion Fxp(H):
L(H) = L(id(Exp(H))).

Proof. ‘Cf": Let (0,N,0) € L(H). To prove: there exists (¢/, N',0') €
L(id(Exp(H))) such that (o,N,0) = (¢/,N',0'). By Lemma 4.3.9.a it fol-
lows that there exists (o, N”,0") € L(Exp(H)) such that (o, N,0) CFold
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A.3

(", N",0"). By definition of T/ thus

(0, N,0) = (id(c"),N",0") € L(id(Exzp(H))).

‘afeld’: Tet (o, N,0) € L(id(Exp(H))). To prove: there exists (¢/, N,¢') €
L(H) such that (o,N,0) = (¢/,N’,¢). As (0,N,0) € L(id(Exp(H))) we
have (o, N,0) = (id(c"), N, 0) for some ¢” with (6", N,0) € L(Exzp(H)). By
Lemma 4.3.9.b it follows that (", N, ) T/ (o', N',0") for some (o/, N, ¢') €
L(H). By definition of C/°!  thus (o, N,0) = (o/, N',0'). O

Proofs of Section 4.4

Theorem 4.4.9 For any p € £: A, is an expansion of H,,.

Proof. Let ¥ : Qa, — Qx, be defined in the following way:
(s, B,7) = (5, E') where E'={y~'(e) | e € B}.

If entity e € E is not referenced by any variable, then v~ !(e) = @. Thus, @ €

E’" and state v (s, I/,7) is unbounded. For state ¢ € Q4,, let ¢4 : By — Eff(q)

be defined as follows:
b(s,E,y)(€) = 77 He).
To show that A, expands H, we prove that ¢, fulfils conditions 1-6 of Def. 4.3.8:

L If ¢gs.p0)(€) = Os,p,)(€') # D, then y~1(e) = 771 (€/). Since v is well
defined, it follows e = ¢’.

2. Straightforward, since if X; € Ey (), then there exists e such that X; =
-1
77 (e).

3. If @ ¢ Ey g then, by definition of ¥, we have for all e € E : e € cod().
Therefore, by definition of ¢4, we have for all e € E : ¢,4(e) # @.

5.46. Follows directly, as the set of initial and final states for H, and A, are
identical.

It remains to prove the 4th condition:

a) any ¥(s1,E1,71) —, ¢5 is expanded by some transition (s, F1,71) —
(s2, E2,72), and

b) any (si,E1,71) — (s2,E2,72) is expanded by some t(s1, E1,71) —
Y (s2, Ea,v2) for some .

These statements are proved by induction on the structure of statement si.
The base cases:
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e case new(v). Let ¢1 = (new(v), E1,71) € Qa,. We have that 1(q1) =
(new(v), Ey(q,)). According to the symbolic semantics (cf. Table 4.4.3),
the only possible transition is

new(v), Ey(q,) — » skip, £’ (A.6)

where B = {X;\{v}|X; € Ey(q,)} U{{v}}. The only transition of q; (cf.
Table 4.4.2) is
neW(/U)aEla’Ylé Skip7E25’Yl{e/v} (A7)

where Fy = F1U{e} and e¢ E;. For convenience, let go =skip, Ea,v1{e/v}.
We show that (A.7) expands (A.6). First, we observe that ¢(g2) =
(skip, Ey(q,)) = (skip, E'), since:

Bow)
= e/} @l B UL
= {n{e/v} (€)' € Ex} U{ni{e/v} (e)}
= [since e ¢ F1]
{1 '(e)\{v}le’ € Er} U {{v}}
= gl(i\{UHXi € Ey(g)} U{{v}}

Thus, 9 (skip, E1 U {e},y1{e/v}) = (skip, Ey(q,)) = (skip, £’). Next, we
need to check conditions (i) and (ii) of Def. 4.3.8. If ¢’ € E;, we have:

¢q; (id By, (B, (€'))

= [since €’ € F,, = €' € E,,]
Pqs (€")

=1 He/v}(e)

= [since ¢’ € By, = €' # €]
7€)\ {v}

= [by new’s rule in Table 4.4.3]
A(p ()

= Mg, (€')).

This proves (i). (ii) follows directly from the fact that for new in both Ta-
ble 4.4.3 and Table 4.4.2 only one new entity is created. Thus, transition
(A.7) expands (A.6).

It remains to check condition 4.b. As we have seen above, the only possible
transition ¢; — g2 in the concrete model is (A.7). Furthermore, we have
Y(new(v), E1,71) = (new(v), Ey(q,)) and ¢ (skip, E1 U {e},v1{e/v}) =
(skip, Ey(gy)) = (skip, E') where E' = {X;\{v}|X; € Ey(q1)} U {{v}}.
Again, for s; = new(v) the symbolic model prescribes only one transi-
tion, namely (A.6). As we have proved for case a), (A.7) expands (A.G).

e case v := w. Let ¢ = (v := w,E1,m) € Qa,, and Y(q1) = (v :=
w, By (q,))- According to the rules of the symbolic model, 1/(q;) has only
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one possible transition (cf. Table 4.4.3), i.e., we have
v 1= w, Eyg,)—  skip, E’ (A.8)

where E' = {X;\{v}w ¢ X;} U{X; U{v}w € X;}. For ¢ there is only
one possibility (cf. Table 4.4.2):

v i=w, E17 n— Skipa E17 71{71 (U})/’U} (Ag)

We show that (A.9) expands (A.8):

Ew(lh) 1

={n{nw)/v} ()¢’ € Ex}

= {7 H(\{v}e' € Er\{m(w)}}U
{1 (i (w) U {v}}

= g(z‘\{vﬂw ¢ Xi} U{X; U{v}w € Xi}

Note that if there is at least another variable v' # v referring to v’s en-
tity, then 1 (g2) remains bounded if ¢(q1) was bounded. If 1(q;) was
unbounded, then (gz) is unbounded. Now, we show that conditions (i)
and (ii) of Definition 4.3.8 are fulfilled. Note that ¢’ € E,, = ¢’ € E,,.
If ¢ # 71 (w) then ¢y, (idp,, nE,, (€) = dg,(€) = 7 {m(w)/v}(e) =
7 (Mo} = A (@) = Ay (). Similanly, if ¢ = 71(w) then
g2 (1B, 0B, (') = 6g,(¢) = 7 {mw)/v}(e) = 17 () U{v} =
A7 t(e)) = Mg (¢). Note that there are no new entities both in
the concrete and in the symbolic model, therefore (ii) holds.

The proof of condition 4.b follows in a straightforward manner from the
above.

case del(v). Let g1 =(del(v), E1,71)€Qa, and ¥ (q1) = (del(v), Ey(q,))-
According to the rule for del in Table 4.4.3 we have

del(v)7E¢(q1)_>)\ Skip, Eib(!h)\{Xi}' (AlO)
where X; = 77 '(71(v)). In the concrete model we have

del(v), E1,v1 — skip, E1\{71(v)},n{L/v}. (A.11)

We show that there is correspondence between the target states of these
transitions.
Ey(q)
= {n{L/v} ()l € Er\{m(v)}}
= {n (e)le' € Br\{n(v)}}
= {7 (@)le' € B\ {71 (n(v))}
= By \{Xi}-
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We can conclude that indeed (q2) = (skip, Ey(q,)\{X:}). We must now
show that conditions (i) and (ii) of Definition 4.3.8 hold. If e € F; and
e 2 (0) then dy(idy 1y, () = b4s(€) = 11 {L/v}e) = 77 (e) =
M t(e)) = Mg, (€)). If e = v1(v) then e ¢ Ey N Fy therefore there is
nothing to prove because e ¢ dom(¢y, 0 idg, ng,,) and e ¢ dom(Ao ¢, ).

Furthermore, there is no new entity after the transition in either symbolic
or the concrete model. Thus, we conclude that condition 4.a holds.

We prove condition 4.b for s; = del(v). Consider the transition (A.11).
We have seen that 1(¢q1) has only one possible transition, namely (A.10)
and we have proved that indeed the former transition is the expansion of
the latter one using A as defined by rule for del of the symbolic model.
Hence we conclude that for the del(v) case, 4.b is fulfilled.

(Step) We only present the proof for sequential composition. The proofs for
the other cases are conducted in a similar way and are omitted here. The case
s = skip; so is trivial. Assume s = s1;s2 and g1 = $1; 82, F1,71 with s1 # skip.
We prove that any transition

P(s1582, E1,m) = 51552, By (gn) (A12)

is expanded by transition s1;s2, E1,v1 — ¢2. Transition (A.12) is only possible
if:

1/1(81,E1,71)—> SllaEdJ(QQ)' (A13)
By the induction hypothesis, there exists a transition s, F1,v1 — 87, Fa, 72
that expands (A.13). Therefore, s1;s2, F1,71 — $1; $2, Ea,v2, that exists by
the rules of Table 4.4.2; expands (A.12).

For condition 4.b, consider transition si;s2, F1,71 — ¢o in the concrete
semantics. By the rule for sequential composition in Table 4.4.2 there must
be a transition s1, E1,71 — 7, F2,72. By the induction hypothesis, this ex-
pands transition ¢(s1, E1,71) —y 87, Ey(q)- Thus, s1;52, E1,71 — g2 expands
P(s15 82, E1,71) — 81582, Ey(qs)- (|

Proposition A.3.1. For all ¢ € Qy, : |E,| < |PVAR|.
Proof. The set E, is a partition of A C PVAR. Thus, |E,| < |4| < |PVar|. O

Theorem 4.4.10 For any p € L: H,, is finite state.
Proof. We show that
|PVAR|

Pva
|QHP|<|Smax|m' 1+2- Z <| \I/€R|>Bk
k=1

where By, is the number of partitions of a set of k elements, |Smax| the size of the
longest sequential statement in p and m the number of sequential components
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A4

of p. In fact, since we are interested in the partition of subsets of PVAR that
solely consist of defined variables, By corresponds to the number of partitions
when k variables are defined. There are (‘P\IZAR‘) different ways to choose k
distinct variables from the set PVAR. Therefore, we have ('P\;AR'l)Bk partitions
for k defined variables. Finally, we have to consider all possible k such that
0 < k < |PVAR|. The constant 2 considers the possibility to have a bounded
or unbounded state. As all variables can be undefined (i.e., E = &), one has
to be added. O

Proofs of Section 4.5
Lemma 4.5.3 L(H) = L(Hs).

Proof. [L(H) C L(Hs)] Let (0,N,0) € L(H), with 0 = EghoE1A1---. Let
P = QoAogqiA1--- be the run generating (o, N, ) by some generator (h;)ien-
We define a run p’ of Hs that generates (o, N,0) in the following way. Let
P = qproqiA; -+ such that ¢j = (qo,ho(NN)) and for all i > 0, ¢j,, =
(¢i41, Eqiyr \cod(N)).  According to the definition of duplication, we have
q; € @ for i > 0. Furthermore, since ¢; —, ¢gi+1 (i > 0) then there ex-
ists a corresponding transition ¢; —, ¢;; in Hs. As gj is an initial state of
Hs and for every accept state g; visited infinitely often, also the correspond-
ing accept state ¢} is visited infinitely often, we conclude that p’ € runs(Hs).
Finally, since £y = Eg, for all ¢ > 0, and p’ has the same oco-reallocations \;
as p, then the generator (h;);en generates (o, N, 6) also from run p’. Hence we
conclude that (o, N, 0) € L(Hs).

[E(Hg) Q E(H)] Let (J,N,e) S E(H(S), with o = EO)\OElAl"'a and let
p = qhAogqi A1 - -+ be the run generating (o, N,6). We define p = gohoqi A1 - -+
such that for all ¢ > 0, where ¢} = (g;, M;). Since p’ € runs(H;s) implies
p € runs(H) and p’ generates (o, N,0) by a generator (h;);en implies of p
generates (o, N, 0) by the same (h;);en, we conclude that (o, N,0) € L(H). O

Notation. Recall that

K() = maa{lfo()|| v € CL(¢)} and
Q) = HaeA|ala)= oo}l

Furthermore, note that since = = dom(©) for all valuations (¢, Z, ©), we can
drop the =-component without loss of information. Finally, in the following,
from an arbitrary partial mapping 6: LVAR — Ent we derive a partition-based
mapping partial [0]: 2LVAR — Ent as follows:

[0]: X —e if X =0"1(e).

The following lemma is an auxiliary result needed for the proof of Prop 4.5.16.
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Lemma A.4.1. For any path 7 = (qo, Do, ko)Xo(q1, D1, k1) --- and for any
generator (h;);en of allocation sequences generated by the underlying run p of
T

ko = min(K (¢), Q(ho)) implies Vj € N : k; = min(K (¢), Q(h;)).

Proof. By inductive argument, assume that k; = min(K (¢),2(h;)). By Defi-
nition 4.5.11, k41 = min(K (@), k; + ©Q(A;)). There are two cases. On the one
hand, if [gj41] then trivially we have kj11 =0=Q(h;4+1) =min(K(¢), Q(h;t1)).

On the other hand, assume |gj4+1]. Then kj;q1 > 0 and we distinguish two
further cases:

o if k; = K(¢) then by inductive hypothesis Q(h;) > K(¢) and k;+Q();) >
K (¢) that in turn implies, together with |g;+1] that Q(hj+1) > K(¢) and
ki+1 = K(¢). We conclude that kj11 = min(K(¢), Q(hjt1)).

o if kj = Q(h;) < K(¢) then by Definition 4.5.11 and by inductive hy-
pothesis, k; 11 = min(K(9), k; + Q(X;)) = min(K(¢), Q(h;) + Q(A;)) =
min(K (¢), Q(h;+1)), as every imploded entity is preserved in the transi-
tion.

Hence, we conclude that k; = min(K(¢), Q(h;)) for all j > 0. O

Lemma A.4.2. Let H be a HABA and ¢ an A/TL-formula. Let w1 =
(qo, Do, ko) Mo(q1, D1,k1)A1 - -+ be a path of Gy (¢) with underlying run p =
QoMoqiA1 - -+, and let o be an allocation sequence generated by p with genera-
tor (hj);en, such that k; = min(K(¢), 2(h;)) for all j > 0. Then for all > 0,
Y € CL(¢) and 0: fv(yp) — Ent:

o', N7, 0= <= (¢Y,hiolf]) €D; . (A.14)

Proof. First of all we prove that there exists an allocation sequence o generated
by p with a generator (h;);jen such that k; = min(K(¢), 2(h;)) for all j > 0.
By Lemma A.4.1, it is enough to show that there exists among the allocation
sequences generated by p, one with Q(hg) = ko (recall that ko < K(¢)). We
distinguish two cases:

e [go] then kg = 0 and p generates only one sequence (up to isomorphism),
i.e., precisely the one such that Q(hg) = 0.

e |go] then p generates every sequence with an arbitrary number of (initial)
imploded entities. Clearly, among these sequences there exists a ¢ such
that Q(ho) = ko.

Now, we can prove the statement (A.14) by induction on the structure of
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Base of induction

e case i = x new.

[=] Suppose 0%, N7, 6 = x new. This implies * € dom(f) and §(x) = e
for some e € N7. By definition of the generator, h;(e) € Ny, ; therefore,
(x new, {z} — h;(e)) € D; by Defs. 4.5.5 and 4.5.8. Since [0] = ({z} — e)

we are done.
[«<] Suppose (z new,©®) € D; where © = h; o [0]. It follows that x € X €
dom(O) such that ©(X) € Ng,; by the definition of generator and the
construction of [6] it follows that 6(z) = h; ' (©(X)) € N7. Thus we have
o, N7, 0 |= x new.
e case ¢ = (x =y).
[=] Suppose ¢¢, N7, 0 |= 2 = y. This implies x,y € dom(#) and (x) =
e = 0(y) for some e € E7; hence [0] = ({z,y} — e). We have two cases:
1. h;(e) # co. By definition of AV, we have (z =y, {z,y} — hi(e)) €
D;.
2. hi(e) = oco. Since K(¢) > K(v) = 2, it follows that

ki = min(K (9), (ko)) > 1.

Hence, by the definition of atoms (Definition 4.5.8), we have (x =
y,{z,y} — hi(e)) € D;.
[«<] Suppose (z = y,0) € D; with © = h; o [0]. It follows that dom(©) =
{{z,y}} and O({z,y}) = hi(0(x)) = hi(6(y)); hence z,y € dom(#) and
0(x) = O(y) (by the construction of []). It follows that o, N7, 0 = x = y.

Inductive step

e case ¢ = Jx.0)'.

[=] Suppose o', N7,0 = Jz.4)’. Tt follows that there exists an e € EY
such that 0%, N7,60{e/z} = ¢’. By general assumption (see Page 104),
x € fo(¢’) and hence dom(f{e/x}) C fv(¢’); hence by the induction
hypothesis, we have (¢, 0’) € D; such that ©' = h; o [#{e/x}]. Note that
x € [Jdom(©'). It is not difficult to check that, for © = @’ | fu(¢)),

O = {(X\ {2},0/(X)) | X € dom(6/). X # {x}} = hi o [0

(using in particular that = ¢ dom(@)). It follows (by Definition 4.5.8 of
atoms) that (Jz.¢’, ©) € D;.

[«<] Suppose (Fz.¢)',0) € D; such that © = h; o [f]. This implies by the
definition of atom that 3(¢’,0’) € D; where

L. ©=0"1(Fzy) (={(X\{z},0'(X)) [ X € dom(O), X # {x}});
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2. z € Jdom(0');
3. QO) <k,

We now want to construct §’ = #{e/x}, in such a way that ' = h; o
[#']. This boils down to choosing an appropriate e. There are three
possibilities, based on X € dom(©’) such that z € X:

— O'(X) # oo; then e = ©(X) is appropriate.

— X D {z}; then e = 0(y) for y € X \ {x} is appropriate.

- ©(X) = 00 and X = {z}. Then Q(0') = Q(O) + 1, hence k; >
Q(0) + 1. It follows that h;(e) = oo for some e ¢ cod(d); this e is
appropriate.

By the induction hypothesis, it follows that o¢, N7, 0" = ¢’. But then
also o', N7, 0 |= 1.

e case 1) = ).

[=] Suppose o', N7,0 = —’. This implies ¢*, N7, ¥ +'. By the in-
duction hypothesis, it follows that (¢', h; o [0]) ¢ D;. But then (by the
definition of atom) (%', h; o [0]) € D;.

[«<] Inverse to the above.

e case P =Yy V 1o.

[=] Suppose 0%, N7,0 |= 11 V 5. This implies either 0%, N7,0 = v
or 0/, N?7,0 = 19; w.lo.g. assume the former. Let 01 = 0 | fo(¢1);
it follows that also o', N7,0; = 1. By the induction hypothesis, we
have (¢1,01) € D; for ©; = h; o [#1]. Now let ® = h; o [6]. Due to
Q0) < fu(y) < K(¢), UO) < Q(h;) and k; = min(K (¢), Q(h;)) we may
conclude that Q(0©) < k;. Since (as is easily checked) ©1 = O [ ¢, we
may conclude (by the definition of atom) that (¢ V 12,0) € D;.

[«<] Suppose (11 V 12,0) € D; such that © = h; o [f]. By the definition
of atom, this implies either (11,0 [1) € D; or (12,0 [19) € D;; w.lo.g.
assume the former. Again, it is not difficult to see that © [ ;1 = h; o [01]
where ;1 = 61 fv(11); hence by the induction hypothesis, o, N7, 0; = ;.
But then also 0%, N7, 0 = 11 and hence 0%, N7, 0 |= 11 V 9)a.

e case ¢ = X1/,

[=] Suppose o, N7, 0 |= X¢'. Tt follows that o't N7, |, A7 06 |= /. By
the induction hypothesis, (¢¥',©) € D;41 such that © = h;1q o [A 0 6];
moreover, h; 110\ = X\;oh;. Since A is injective, it follows that [A 0f] =
A? o [f] and hence © = \; o h; o [f]. By the definition of transitions in the
tableau graph (Def. 4.5.11), we may conclude that (X¢', ©) € D;.

[«<] Suppose (X', 0) € D; with ©® = h; o [0]. Due to the definition of
transitions in the tableau graph, we may conclude (', \; 0 ©®) € D;41.
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Note that (just as above) \; 0 © = h;y;1 o [A? 0 0] and hence (due to the
induction hypothesis) o*™!, N7 1, A7 06 |= ¢'. It follows that %, N7, 0 =
X

e case 1) = 11 Uy, For this case we repeatedly use the following corre-
spondence, which holds for all j > ¢ (provable by induction on j, using
the properties of the generator (h;);cn, see Def. 4.3.6):

)\j_lo---o)\iohio[H]Zhjo[)\;llo---o)\‘;oe] . (A.15)

[=] Suppose o, N7,0 = 1 Uthy. It follows that there is a n > i such
that

1. o7 N7, A7 _jo---0A] 0o =1y forall i <j < m

2. 0" N2, A\0_1o0---0A7 00 = 1s.

n

By the induction hypothesis, and using (A.15), it follows that

1. (Y1, j210---0X0h;0[0] [91) € D; for all i < j < m;
2. (ll}g,An_lo-'-O)\iOhiO[e] FQ/JQ)EDH.

But then one can show (using the definition of atom) that also

(X1 Uh),Aj—10---0 X 0[0] [ 1) € D;

for all ¢ < j < n. (This is shown by induction starting at j = n — 1 and
going down to j = i.) We may conclude that, in all cases, (¢1 U, h; o
[0]) € D;.

[«<] Suppose (¢¥1 U1y, 0) € D; with © = h; o [0]. By Definition 4.5.14
(condition 3) there exists an n > 4 such that (2, A\y_10---0X;00 [1h3) €
D,,. Let n be the smallest such; then it follows (due to Def. 4.5.8) that
(Y1,Ajm10---0X 00 [¢1) € D for all i < j < n. (This is proved by
induction on j € {i,...,n — 1}, using the fact that (¢2,A\j_10---0X; 0
© [2) ¢ D;.) Using (A.15) we get

— 0, N7, A _jo---0A7 0 =1y forall i <j < m
— " NI, A7 00X 0f = .
This implies o, N7, 0 = 11 Us.
o
Proposition 4.5.16. A path 7 in G»(¢) fulfils ¢ if and only if there exists
(¢,0) € Dy (for some ©) such that I(qo) = O.

Proof. (only if) By definition, if 7 fulfils ¢ there exist a (o, N, ) generated
from the underling run p by a generator (h;);cn such that o, N,6 &= ¢ and
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ko = min(K(¢), Q(hg)). By Lemma A.4.2, (¢, hg o [0]) € Dy. Furthermore, we
have hg o [0] = hog o0 = Iy (qo)-

(if) By Lemma A.4.2, taking the triple (o, N,0) generated by (h;);eny such
that kg = mln(K(d)), Q(ho)) if (d), @) € Dy with IH(QO) =hgofO =hgo [9] =0
then o, N, 6 = ¢. The existence of the right allocation sequence with the right
number of initial imploded entities is explicitly proved. Thus, ¢ is satisfiable.
Since (o, N, 6) is generated by the underling run of = and the condition on kg
is satisfied, by definition it follows that = fulfils ¢. O

Proposition 4.5.17. ¢ is H-satisfiable if and only if there exists a path in
G (¢) that fulfils ¢.

Proof.

[«<] If there exists 7 in G (¢) that fulfils ¢, by definition this implies that
¢ is satisfied by an allocation triple (o, N, 6) generated by the underlying
run of .

[=] Now assume that ¢ is H-satisfiable, and let p = goAgg1 A1 - - - be a run
generating a triple (o, N, 0) with generator (h;);en such that o, N, 0 = ¢.
We construct a path m = (go, Do, ko) Ao (q1, D1, k1) A1 -+ that fulfils ¢.
For all 7 € N let

Di={(4,hio[0]) | ¥ € CL(¢),0", N7, 0 F ¢}

and
ki = min(K(¢), Q(h;)).

It can be proved (by induction on the structure of the formulae in CL(¢))
that the D; and k; satisfy the conditions of Definition 4.5.8 i.e., (¢;, D;, k;)
is an atom for all ¢ € N. We show that 7 is a path by proving that the
conditions of Definition 4.5.14 are satisfied by m. Since m then fulfils ¢
by construction, we are done.

1. By the construction of 7.

2. By contradiction. Assume that there exists an ¢ > 0 such that
(i Diy ki) — . (@i+1, Dit1,kit1) is not a transition of G. Take the
least such i. Then one of the following must hold:

i) g — ., Git1 is not a transition in 7. But this contradicts the
fact that p is a run of H.

ii) there exists (X, ©) € D; such that (1), A\; 0 ©) ¢ D;1. By the
properties of the generator we have that A; 0 © = h; 41 0 [A7 0 6]
(see also (A.15)); hence this would imply o*™!, N2, 1, A7 06 ¥ .
But then also o*, N7, 0 ¥ Xy, contradicting the construction of
D;.
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If (,Ai 0O) € Dy, but (X¢p,©) ¢ D, then again for the
properties of the generator, o*?, N7 1, A{ o0 |= 4 and by the
semantics of AUTL, o, N7, 0 = Xt. Thus by definition of D
we must have (X, 0) € D;. Contradiction.

this is also contradictory.

3. Assume (1 U2, 0) € D;. By the construction of D;, o, N7, 0 =
Y1 Uepp and © = h;o[f]. Therefore o7, N7, A7_ 0---0A7 ol fo(va) =
o for some j > i. Due to (A.15) and the construction of D;, it
follows that (12, Aj_10---0AX; 00 [1hg) € Dj.

O

Proposition 4.5.20. If 7 is fulfilling path in Gy (@), then Inf(w) is a self-
fulfilling SCS of G(¢).

Proof. Let G' = Inf(w). G’ is strongly connected. From the definition of
infinite set it follows that there exists ¢ > 0 such that the atoms in 7° =
(Gi, Diy ki)Ni(@it1, Dit1, kit1)Aig1 - - - are precisely those in G’. Furthermore,
if there is an atom A € G’ such that (¢ Ue,®) € D4, then there exists
j =1i:(q5,Dj,k;j) = A. By condition 3 of Def. 4.5.14 we have that there exists
n > j such that (12, Ay—10---0X;00 [1hg) € D,,. But then (gn, Dy, kn) € G,
hence G’ is self-fulfilling. O

Proposition 4.5.21. Let G’ C Gx(¢) be self-fulfilling SCS such that

e there exists a fulfilling prefix of g’ starting at an initial atom A with
(¢,0) € D4 such that I(qa) = O;

o forall F € Fy: FN{qp|B € G'} # &;
Then there exists a path 7 in Gy (¢) that fulfils ¢ and such that Inf(r) = G'.

Proof. Satisfaction of an until-valuation. In a (finite or infinite) transition

sequence through G (@), say Ag —», 41—y, -+, we call an until-valuation
v = (11 Utpa,©) € Dy, satisfied at A; (or just satisfied) if (12, N\i—10---0Xg0
© [1h2) € Da,.

Observation. Due to the properties of atoms and of transitions in G (¢),
if v is not satisfied at any A; with j < 4, then it follows that (101 U, \j_1 ©
~oXgob) €Dy,.

By the properties assumed for G3(¢), there exists a sequence
T = Agho - Am—14m

such that A = Ag, A; — Aipq for all 0 < i < m, and A, = B is a node of
G'. Furthermore, starting from B it is possible to construct a finite transition
sequence

B:BQ—>031—>#1---_> ) Bi

m
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in which all (¢1 Ute,0) € Dp are satisfied, in the above sense. The ex-
istence of such a transition sequence can be proved by contradiction: sup-
pose that the minimal number of until-valuations ()1 U2, ©) € Dp that re-
main unsatisfied in any finite fragment starting at Bg is u (> 0); take an
optimal transition sequence that leaves u until-valuations unsatisfied, and let
(1 Uehe, ©) € Dp be one of the unsatisfied ones. As observed above, it follows
that v' = (¢1 Utg, i1 0---opgo®) € Dp,. However, due to the fact that G’
is self-fulfilling, there is a transition sequence

Bi—)ﬂi Ee S B,

that satisfies v, i.e., such that (o, pt,_1 0 -0op;0---0opugo® 1) € Dp, .
But then the combined sequence starting at By and going through B; to B,
leaves at most u — 1 until-valuations of B unsatisfied; contradiction.

We extend this finite transition sequence to a cycle

Ty = BoAoBiA1 - A—1Bn

with B, = By, that visits all nodes of G’ (note that my exists because G’ is
strongly connected).

Let m = my-my . We show that 7 is an allocation path. Since (by assumption)
(¢,0) € D4 such that Iy (ga) = © it then follows (by Prop. 4.5.16) that =
fulfils ¢. Since clearly Inf(w) = G’ we are then done.

For this purpose we show that the conditions of Def. 4.5.14 hold.

1. Let p = qgoAogq1 A1 - -+ be the underlying run of m. Note that for all : < n
and for all £ € N, ¢ptitn«k = ¢B;. We show that p is a run of H.

qo € dom([3) is guaranteed by assumption on A; furthermore, ¢; —
@i+1 by construction of the graph Gy (¢). Finally, take an arbitrary
F € F3;. By the assumption in the proposition, we have that gg € F for
some B € G'; hence B = B; for some ¢ < n. Since then ¢miitk«n = ¢B
for all k € N, ¢p is visited infinitely often by p.

2. By construction of .

3. Assume v = (1)1 U)o, ©) is in one of the atoms in 7. We have to show
that v is satisfied somewhere during the sequence. We distinguish three
cases:

o If v € Dy, for i < m then either (12, \j_10---0X;00 [1)2) € Dy,
for some ¢ < j < m, or (Y1 Utha,\p_10---0X;00) € Dp,. The
latter case is dealt with below.

e Ifv € Dp, for 0 <i < n, then either (¢2, Aj_10---0X;00[92) € Dp,
for some i < j < mn, or (Y1 Uthg, A1 0---0X;00) € Dp,. The
latter case is dealt with below.

e Otherwise, v € Dp,. Due to the construction of 7, v is satisfied in
one of the B; (0 <14 < n).

O
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Theorem 4.5.22. For any HABA H and formula ¢, it is decidable whether
or not ¢ is H-satisfiable.

Proof. By Propositions 4.5.16 and 4.5.17, in order to prove that ¢ is H-satisfi-
able, it is necessary and sufficient to search in the graph G(¢) for a fulfilling
path 7. By Propositions 4.5.21, it is necessary and sufficient to check only for
a self-fulfilling SCS that has a fulfilling prefix whose initial atom (qo, Do, ko)
contains (¢, ©) for some O such that © = I(qo) and has a non-empty inter-
section with every set of final states. Since SCS are finite objects and there are
only a finite number of them, this search can be effective and exhaustive. [
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Proofs of Chapter 5

Proofs of Sections 5.3 and 5.4

Proposition 5.3.16 Let vy, and 2 be two configurations. If v, >—h—>’}/2 then
v1 2 7o where let e € E,, and ¢/ € E.,:

e, ) = { Cy, (e) if e =h(e)

10 otherwise.

Proof. Tt is enough to prove that A satisfies each of the conditions of Defini-
tion 5.3.12.

1. This condition is trivially satisfied since h is a morphism and therefore a
function. Thus the complete cardinality of an entity e is transferred to
h(e).

2. Follows by condition 4m of Definition 5.3.3.
Straightforward since h is a function.

Straightforward since A(e) contains only one element.

oo W

Straightforward from 1m of Definition 5.3.3.

263
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Lemma 5.3.19 If 73 2 5 and v} 2+ +4 and N > \ via h; and hs then:
a) Ey;\cod(X) = hy ' (Ey,\cod(\))
b) EZ, C cod(N).

Proof.
a) we prove part a) by showing the two set inclusions.

'C’ Let e € E,\cod()\), by condition 4 of Definition 5.3.17 we have
Cy,(h2(e)) # *. By contradiction assume ha(e) € cod(A), this im-
plies that there exists e1,...,ex € E,, (k> 0) such that

Aer; ha(e)) @ -+ @ Alex, ha(e)) = Cqy(ha(e)) # *

By condition 2 of > we have:

D s ha(e)=(hn (e]),ha(ey)) N (€15 €2) B -+
DDy ha(e)=(hi (el ) ha(ey)) N (€k €2) = Cyy(ha(€)) # *

But since C.,(ha(e)) # # there must be ¢ € hy'({er,...,ex})
such that A(e’,e) # 0 otherwise the sum could not be precisely
C,,(ha(e)) # . Therefore e € cod(\') that contradict our initial
hypothesis.

Let e € hy '(E,,\cod()\)) we prove that e € E.,\cod(\’). To this end
assume e € cod()\’) then there exists ¢/ # L such that A(e’,e) = 1.
This implies by condition 2 of definition > that A(hy(e'), ha(e)) >
A(e’,e) = 1. Hence ha(e) € cod()) that is impossible since we have
assumed e € hy *(E,,\cod())).

y

b) Let e € EZ,. By condition 4 of Definition 5.3.17 we have hyl(e) C
cod(\'). Hence, by part a) of the lemma we can conclude that e € cod(\).

O
Lemma 5.3.20 (> transitivity). Let ¢1 = g2, ¢} 2 qb and ¢f 2 qh.

Then:
NN AN = N>

Proof. By Definition 5.3.17 the following morphisms exist:

h h B h
2 —q, ¢G2—q, ¢——d, &4

Therefore by the properties of composition of morphisms we have ¢y >h1—>q1

and ¢ }—]-72—)112 defined as

B! = hioh
hIQI = hIQOhQ.
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Thus the first condition of Definition 5.3.17 for \” > X is satisfied.

For the second condition, first of all observe that by definition, ¢}, ¢ and ¢
and ¢4 are concrete states since reallocations A’ and X’ are concretions. This
implies that b} and hj are bijective. Let e; € E,, and eg € Ey,, we have:

Aer,e2) : = Poer eorm(na (e, 1), ha(eh)) N(ey,e3) [by hp: A > A]

= P enea) = (W () ha (e A (€15 €3)  [by hp: A 1> A" and
hY, hb bijective]

Hence also the second condition of Definition 5.3.17 holds for A" > A.
For the condition (No-Cross), we first observe that:

hi(ef) = hi(ez) V hy(X'(ef)) = ha (X" (e3)) [by def. of A7, h3]

= hi(hi(er)) = hi(hi(ez)) Vv
ha(ha(X'(€7))) = ha(ha(X"(e3))) [by (No-Cross) of X]
= (M(e) =g hilez) <= N(hi(e])) < N (hi(e2))) (B.1)

Now, note that since A" > )\, for the second property of concretion and the bi-
jectivity of h}, hb, we have X (b} (ef), hh (AN (e]))) = X' (ef, N'(e})) = 1. There-
fore:

N (hy(ef)) = hy(X(e])) (B.2)
In Figure B.1 this corresponds to say that the front-low part of the diagram
commutes. Hence, assume hY(e]) = hf(ef) Vv hy(N'(e})) = hi(N'(eF)), we

have:
ef <qu €5 [¢7 concrete and Def. 5.3.3 3m]
= hi(ef) =g hi(ez) [by (B.1)]
= N(hi(ef )< N(hi(e))  [by (B.2)]
= hi(N'(e ”)) <q, ho(N"(e5)) [by Def. 5.3.3 2m]
= //(e /) <q// )\//( //)
Vice-versa:
N(ef) <qy N'(e5) [¢5 concrete and Def. 5.3.3 3m]
= ho(\'(e1) <q, h5(X"(e3))  [by (B.2)]
= X(h (6’1’)) ~<gy N(Hy(ef) [y (B.1)]
= h’l( ) =g, h’( 4
= ef <g e

Therefore also condition (No-Cross) holds for A” > A. Finally, for condition 4,
let e € Eyy. If Cg, (h2(e)) =  then Cy, (ha(h5(e))) = * and because \' >\ (using
condition 4) if follows h}(e) € cod()\’) that finally implies (by A" > )" applying
in particular condition 2) e € cod(\”). Since also condition 4 is satisfied we
conclude that \” > . O
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N(el)

N

Figure B.1: Transitivity of concretions: A" > X > A.

Theorem 5.4.5 If H C H’ then L(H) C L(H').

Proof. Let (o,N,0) € L(H). Then there exists a run p = goAog1 A1 -+ such
that p generates (o, N,0) via a generator (h;);en. Since H C H’ there exists
qo € Iy such that go Ty g and moreover for all 7 > 0 there exists h; : ¢i——¢;
and A} such that:

1) ¢i—x qiv1 and gip1 Enipy G

i) A; > A} via hj, hiyq;
Consider the sequence:

p=apNoqi Ny

where if ¢; € F' € F, then we take — among all states that simulate ¢; — an
accept state in H' that satisfies condition 2.b) of Definition 5.4.1, i.e., ¢} € ¥/(F)
(where 1 is the bijective function described in that condition). Since p is
an accepting run of H, and because of the choice of the accept states on p’
described above, then also p’ is an accepting run of H'.

Hence, in order to prove that (o, N, 6) € L(H') we show that it is generated

by p’ by some generator (h!);en. This corresponds to prove the existence of
such generator. For all i € N, let

h;l = h; o hz

Since h} is the composition of two morphisms it is a morphism by Proposi-
tion 5.3.7. We show that h!' satisfies condition (1)-(4) of Definition 5.3.24.

1. since AY > A; > A; then by Lemma 5.3.20 it follows A > A} via b} and

"
hita-
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B.2

2. By definition of simulation we have I(g})) = (N', hg 0 0") where I(q) =
(hg*(N"),0") and by definition of generator N = (hf)~!(N). Therefore
N = (hy)"Y(N’) and I(q)) = (N’,h§ o 0). But then hj that satisfy
condition 2 of the definition of generator.

Hence (h});en is a generator from which it follows (o, N,0) € L(H'). O

Proofs of Section 5.5

Proposition 5.6.14 If a state v is L-canonical then:
a) 7 is PV-reachable;
b) for every state 7/, if there exists a morphism h : y>——~' then either
v 24" or v is L-unsafe.

Proof.

a) Let us partition E., in two parts: the set E,IYD V' of PV-reachable entities
and the set E;P V' given by all the entities not reachable by any program
variable. It is clear that EJ"V U EFY = E, and EJPY N EIY = @.
By contradiction assume 7 is not PV-reachable, i.e., E;P V 4 @ and
let e € E,?P V. By the properties of L-compactness (that must be satis-
fied by v since it is L-canonical), since e is unreachable we have that
indegree(e) > 1, i.e., there exists at least ¢’,e” such that u,(e/) =
piy(e") = e. Furthermore, it must be €’,e” € E7"V otherwise we would
have e € Ef V' that would contradict our original hypothesis. Hence, we
can construct the following infinite series of sets:

Ay = {e}
A1 = (€] () € A,
It can be proved by induction on ¢ that
VieN:A; CESPYV. (B.3)
This implies the following statement (by set theory)
JA4ic By, (B.4)
€N

However, since every entities has only one outgoing reference, it can be
also proved by induction, that for all : € N we have:

Uac U 4
0<<i 0< <i+1

Therefore, |{J;cy Ail = w that together with (B.4) implies both EZ"V
and FE., are infinite. But this is impossible since in every state there is
only a finite number of live entities.
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b) Let

~" be a state such that ’y>—h—>'y’ . We distinguish two cases:

— h is not contractive. Then h must be an isomorphism by Proposi-

tion 5.6.3.

— his contractive. Therefore there exists ¢’ € E., such that |[h=1(e")| >

1, i.e., the pure chain h=!(e’) that has more than one entity is con-
tracted in e’. Since 7 is L-compact, there exists e, € PV such that
d(ey, last(h=1(e"))) < L + 1, i.e., the last entity of the pure chain
cannot be distant more than L + 1 from some program variable (in
this case e,). But, this implies that d(e,, first(h=1(e’))) < L. We
have that

d(h(ey),e') < L (B.5)

(the inequality is strict if & is also contracting for some other e” pre-
ceding e’ or if more than two entities are mapped onto e’). However,
|h=1(e/)| > 1 implies C(e’) > 1 that together with (B.5) violates the
L-safeness condition for e’ since h(e,) € PV (cf. condition (5.11)).
Therefore v is L-unsafe.

O

Proposition 5.6.15 Let 3 and 2 be a PV-reachable and a L-canonical
configurations, respectively. If hy : y1>=——~2 and hg : y1 "2 then hy = ho.

Proof. Since «; and <, are PV-reachable, if e € E,, then there exists e, €

PV such

that ul (e,) = e for some n > 0. According to Definition 5.6.4,

the number n is the distance between e, and e and we denote it by d(e,,e).
Therefore we can define the shortest distance from all the program variables:

d(PV e)

= min {d(ey,e) # L | e, € PV}. Now, we prove:

Ve e E,, : hi(e) = ha(e) (B.6)

by induction on the distance d(PV,e).

e Base case d(PV,e) = 0. That is e € PV. By the global constraint
(5.11) on page 155 we have hi(e) = ha(e).

e Inductive case d(PV,e) = n + 1. By contradiction assume hi(e) #

ha(

e). Since v is PV-reachable, there exists ¢/ <; e. By condition 3m

of Definition 5.3.3 this implies that hi(e’) <2 hi(e) and ha(e’) <2 ha(e).

We

=~ W N =

have four different cases:

. hi(e') <2 hi(e) and ha(e’) <2 ha(e)
. hi(e') =3 hi(e) and ha(e’) <2 ha(e)
. hi(e') <2 hi(e) and ha(e’) = ha(e)
. hi(e') = hi(e) and ha(e’) = ha(e)
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Case 1 implies hy(e’) # ha(e’) because for every entity there exists only
one outgoing reference. But this is a contradiction since, d(PV,e’) = n,
thus, by induction hypothesis, hy(e’) = ha(e’).

Case 4 implies by induction hypothesis, hi(e) = hi(e’) = ha(e’) = ha(e)
that again is a contradiction because we have assumed hq(e) # ha(e).

Finally, the more involved cases are 2 and 3. We prove 2 since 3 is
symmetrical and can be shown precisely in the same way. Since hq(e') =
hi(e) and ha(e’) <2 ha(e) and by induction hypothesis hi(e’) = ha(e’),
we have C,,(h1(e’)) = * because, one morphism maps on it both e, e’
whereas the other only one. Moreover {e’, e} must be a pure chain since
h1 maps this set in the same entity. In turn, this implies

{ha(€"), ha(e)} is a pure chain (B.7)

because being a morphism hy maps pure chains onto pure chains. More-
over, since vy is L-canonical, hi(e’) is at a distance at least L + 1 from
every program variables otherwise 75 would be not L-safe. But since
hi(e') = ha(e’) and ha(e’) <2 ha(e) then {ha(e’), ha(e)} is not a pure
chain otherwise L-compactness would be violated. But this contradicts
(B.7).

O

Theorem 5.6.16 (Existence of the canonical form). For every L-safe
and PV-reachable configuration + there exists an L-canonical configuration +’
and a unique morphism h : y>——~’.

Proof. If v is L-compact, then it is L-canonical by definition, and we can take
h=1id,.

Assume then that v in not L-compact, we construct a L-compact v out of
v. Since 7 is not L-compact then by definition:

Je € E,, : (indegree(e) =1 A Ve’ € PV :d(e’,e) > L +1). (B.8)

In other words entities satisfying (B.8) form pure chains distant more than
L +1 from every program variable. Let C4,...,C),, C E, be all such chains. In
the construction of v/, we need to exclude them. Let:

E, = (B\(C1U---UCY)) U{first(Cy),..., first(Cn)}
fy = (i TBA(C1 U+ U Ca)) U{(first(Co), iy (last(C1))) | 1 < i < n}
_ C,(e) ifee ELN\N(CLU---UCY)
Cyle) = { Do, Cyle!) if e = first(Ch).
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Figure B.2: Diagram of Proposition 5.6.20.

Hence, v' = (E/, py,C4/) is L-compact by construction since every pure chain
violating the L-compactness condition in v has been collapsed in the first entity
of the chain itself. Note that 7' is L-safe since « is L-safe and the compacted
chains are those in 7 that are distant more than L 4 1 from the program vari-
ables, therefore, the multiple, unbounded entities that substitute these chain
in " are still at a distance at least L + 1. We conclude that 4" is indeed
L-canonical.

We construct now, a morphism h : y>——~'. For e € E, and 1 < < n let:

wey— 1 ¢ ifee ELN\N(CLU---UCY)
(e) = first(C;) if e € C;.

As expected, h corresponds to id on those entities that do not violate compact-
ness, otherwise h collapses the pure chains C1, ..., C), into their corresponding
first elements. It can be shown that A is a morphism. In fact, by construction
h satisfies condition 1m-4m of the Definition 5.3.3. Note that requiring v to be
PV-reachable is essential for the existence of h.

Finally, to complete the proof, we show that h is unique (up to isomor-
phism). To this end, consider a generic morphism A’ : y>——~'. Since v PV-
reachable by hypothesis of this theorem, and «' is L-canonical by construction,
we can conclude by Proposition 5.6.15 that h = h’. Therefore, h is unique. [

In the following lemma we prove that we can complete the diagram reported
in Figure B.2 by a reallocation .

n

Proposition 5.6.20 Let v and 7"/ be two L-canonical states. If 4,

Al et guch that

(a) Ve € Eym :id™ " (hyohy'(e)) C Ex is a chain and
(b) Cym(e) =% = L ¢id "(h1ohy'(e)).
Then v 2 4" where:

A= {(er,e2,Con(hit(e) Nhy'(e2)) [ er € By} U
{(e, L,Cy(e)) [ e € E,\Ey/} U
{(L,e,Cym(e)) | e€ Eym A hyohyl(e)NE, =2}
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Proof. We show that A satisfies all the condition of Definition 5.3.12.

1. First of all note that v =<, 4/ and therefore C,IELNE, =Cy [E,NE,..
Let e; € B, N E,/, we have C(e1) = Cyr(e1) = Con(hy*(e1)) by definition
of morphism. Every element of h'(e;) is then remapped by hs to the
corresponding entities in A(e1). Therefore

Cyler) = Cyr(h™(e))
= E@ EE Em =hi(e),ea=h2(e) C’Y” (6)
= EEZEE,Y/// )\(61, 62)

For e; € E,/\E, we can show the correspondence of the cardinality by the
same argument. For e; € E,\E,/ the correspondence of the cardinality
is ensured since A is defined as id that is a reallocation.

2. Similar to 1.

3. Lete € E, and A = {e’ | A(e,€’) = x}. By contradiction, assume |A4| > 1,
then there exist e1,e2 € A with Cv(e1) = Cywv(e2) = *. |A| > 1 implies
that e is split in more than one entity during the transition. However, id
precedes the application of morphism therefore, the splitting of e (that
can only happens by h1) must happen after any change in the topology of
~ performed by id. Hence ho o hfl(e) must be a chain containing at least
e1 and es. In order to prove the statement it is enough to consider the
case where hy o hi*(e) is only composed of e; and e; and we can either
have e; <y e or ez < e1. Without loss of generality, assume e; < e
(the other case is symmetric and can be proved in the same way). By
hypothesis 4"’ is compact, therefore by definition of L-safeness we have

Ve, € PV i d(ey,e1) > L A d(ey,e2) > L (B.9)
and by the hypothesis e; <, ea we have
d(ey, e2) > d(ey,e1) > L. (B.10)
Moreover, by definition of L-compactness we have
indegree(es) > 1V e, € PV i d(ey,e2) < L+ 1. (B.11)
We distinguish the two cases:

o if Je,, € PV : d(ey,e2) < L+ 1 then by (B.10) we have L <
d(ey,e1) < d(ey,e2) < L+ 1, which is a contradiction.

e indegree(ez) > 1 is also impossible since the rearrangement of links
takes place before splitting, therefore ho o hfl(e) is a pure chain by
definition of morphism, and indegree(es) = 1.
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’Y.:'r‘c —_— ’Yng

N 4 hes
ha 3

v =y,

ho 1 2 }C ha
ho x

Vre :}—% 'thrg
id

Figure B.3: Interdependence among morphisms and reallocations in the assign-
ment rule.

The second part of this condition, i.e., |{¢/ € Eyn | A(L,e¢/) =%} =0
follows in a straightforward manner from hypothesis (b).

4. If C,(e) = 1, then e can be reallocated only on a single entity that is
a chain by definition. Otherwise if C,(e) # 1 then e can be reallocated
in more than one entity. Nevertheless, e can be split in more than one
entity only by the application of the inverse morphism hfl, that is applied
after the application of id. This means that when e is split, no other
modifications in the link structure can happen. Therefore, since hy*(e)
is a pure chain, it will be remapped by ho into another pure chain.

5. This condition follows in a straightforward manner from hypothesis (a).

O

Lemma B.2.1. Let 7; be a concrete configuration. Then:
’71>L>’y = (72, ha) € SExp(y), Fh12 : '71%72.

Proof. We show the existence of (72, ha) € SExp(7y) and hi2 by construction.
First of all, if y is L-safe then we trivially have (v, id~) € SExp(y) and hqiz = hq.
Therefore, let us assume that v is not L-safe and let

E,Y<L:{6€E.Y|C(e)7él A e’ € PV :d(e',e) < L}

that is EjL is the subset of non concrete entities that — being closer than
L +1 for some program variables — make v non L-safe. Moreover, for e € E,
with hi'(e) = e1,...,en, given a m > 0 let Prefix,,(e) = {e1,...,em}, ie.,

Prefiz,, (e) is the prefix of the pure chain h; *(e) containing the first m entities’.

'In case m > n then Prefiz,,(e) = h;l(e).
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Now, let v2 = (E,,, tty,,C,) defined as:

E,=E,\{fechi'(¢) | ¢ € E5EYU | Prefiesiq(e)

eEE,fL

_ | py (last(hy (ha(e))))  if e=last(Prefiz,(e') A e eEst
Ve € By, : iy (€)= { pyy (€) otherwise

_ [ [hi(e) = L] if e=last(Prefix; (")) Ne' € ESL
Ve€ By, : Cry(e) = { Cy, (€) otherwise.

The previous definition has the following intuition: F,, is a subset of entities
in E,,. Entities mapped by h; in E,fL are included only if they are among
the first L + 1 entities of pure chain described by hy. g, and C,, are defined
according to £, so that 2 corresponds to an abstract version of E., .

We now define the morphism ho and hiz. In particular for e € E,, let:

ha(e) = ha(e) (B.12)

and for ¢’ € E.,, let hi'(hi(€e')) = e1,...,ea (n > 0):

/ e .
n_Je ife!=e;and1<j<L
hia(e') = { ery1 otherwise. (B.13)

Note that according to this definition:
hl = hg o h12. (B14)

Since h; is a morphism (and by construction of v2) also hg is such. We prove
that his is a morphism by showing that it fulfils condition 1m-4m of Defini-
tion 5.3.3.

Im. Let e € E,,. Let hy*(ha(e)) = e1,...,e,. By definition of hia, we have
e = e; for some 1 < j < n. We distinguish two cases:

1. if j < L then |hy5 (e)| = 1 by construction, and therefore hy, (e) is
a pure chain.

2. otherwise (by construction of hys) it is j = L + 1, and |hy5 (e)| =
€rL+1,---,€n which is also a pure chain.

2m. Let e,€¢’ € E,, such that e <., ¢/. Since hy is a morphism, then either

ha(e) <~ ha(e') or ha(e) = ha(e’). In the first case, we have that (also
because h; is a morphism):

last(hiy (€)) = last(hy ' (ha(e))) <o, first(hy " (ha(e"))) = first(hiy (¢))

If ha(e) = ha(e’) the the property is fulfilled observing that by con-
struction ki '(ha(e)) = hy'(ha(e’)). Let hi'(ha(e)) = e1,...,en, then,
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if e,e’ are both within the prefix of the first L entities of the pure
chain hy'(ha(e)) then last(hiy (€)) = e <., € = first(hiy (e')). Oth-
erwise, whereas e must be at position L and e’ at position L + 1. Thus,
last (hy5 (€)) = e, <, first(hiy (€)) = ert1.

3m. Let e,e¢’ € E,, with e <., €. Assume by contradiction that hi2(€’) <,
hi2(e) then by definition of morphism hgs(hia(e’)) <4, ha(hi2(e)) that in
turn implies, by (B.14), hi(e’) <4 hi(e) that is a contradiction because
hq is a morphism. Hence it must be hi2(e) =4, hiz2(e).

4m. For e € E.,, we prove that C,,(e¢) = C,,(hy5(e)). According to the
definition of 2, we have that the cardinality of entities are the same as in
71 except for every entity that corresponds to e = last(Prefiz;,,(e’)) for
some e’ € EjL. By definition hi2 maps onto e the subchain of (concrete)
entities in the suffix Ery1,...,€n-1(h,(e)) that corresponds to C., (e).

Hence, h1, satisfies all the conditions 1m-4m, we conclude that it is a morphism.
O

The next lemma proves a property enjoyed by configurations related by
a morphism h after the application of operations add, cancel or modify on
both configurations using the same parameters. The property is described
visually in Figure B.4: after the application of the corresponding operation the
configuration are related by a morphism h’ which, were defined, corresponds
to h.

Lemma B.2.2. Let v*, 7 be two (0 <) L-safe configurations such that ’yc>—h—>'ys
and a = z.a", and o = y.a™ with n,m < L. Then:

1. add(~¢, a)>—h/—>add(’ys, a) where h [ (Eye N Eqqd(ye,a)) = 15
2. cancel(vc,a)#cancel(vs,a) where b [ Econcei(ye,a) = s

3. modify(~¢, a, a’)%modify(vs, a, ') where b [ Epodqify(ve,a,0) = NV
Proof.

1. By definition we have:

wdd(+,0) = (ByeUfeh pyete/Tol} Ce{1/eHpy
add(v*,a) = (Ey U{e'}, pys{e'/[a]},Cys{1/€'}) PV

where e = min(Ent\E,<) and €’ = min(Ent\E,-). We define the function
h': Eaqa(ve,a) = Fadd(ys,a) as follows:
¢ ife=e

- . e
Ve € Badiye.a) + 1'(€) = { h(é) otherwise.
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add cancel modify . s
Y add(v°, @) Y cancel(y®,a) YH———> modify(v*, a, a’)
h l lh/ h l lh/ h 1 lh’
Y r—————=> add (7, a) Y—— cancel(~°, a) Y > modify (7, a, a’)
add cancel modify

Figure B.4: Applying the same operation on configurations related by a mor-
phism results in configurations related by a morphism.

A consequence of the interpretation 9 for program variables and of the
hypothesis on the morphisms (5.11) of Section 5.6.1 (see page 155) is
that the update on v* (being L-safe) corresponds to that in ~¢, i.e.,
h([a] perd) = h([a] #75719)' In particular, if unreachable entities are ob-
tained by the changes on the topology, they are a subset of 117, ([a]) and
s ([a]), respectively. This means, that in ¢ and * entities garbage col-
lected by the application of (-) py are related by the morphism h. Hence,
since h is surjective, then it follows that h’ is also surjective.

Moreover, because h is a morphism, it is possible to show that also h’
satisfies condition 1m-4m of Definition 5.3.3 and thus A’ is a morphism
itself.

2. For the second case we have:
cancel(%,a) = (Ey\{[a]}, pye 09, Coe [ (Eye\{[a]})) PV
cancel(v*,a) = (B \{[a]}, ptys 0%, Cos [ (B \{[a]})) v

where ¥ : Eye — E,JY- and Y : s — E,JY; are defined as

L ifeepid([a]) Ua]
e otherwise

v = {

L ifeepid([a]) Ula]
e otherwise

v = {
In this case we define b’ as restriction of h on the remaining entity after
[a] has been removed and garbage collection has taken place. That is
b =h rEcancel('yC,a)-

By the same argument given for add (¢, ), it follows that A’ is surjective
and, by being a restriction of &, is a morphism.

3. Similar two the previous two cases.
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Lemma 5.6.25 )\ defined in rule (ASGN-s) is a reallocation.

Proof. By Proposition 5.6.20, it is enough to prove that it preconditions (a)
and (b) are satisfied by A. For condition (a) we have to show that there does
not exist an e in the target state such that h o hZ'(e) is not a chain in the
source state. By contradiction let us assume such e does exist. Then, by
definition of morphism, h;l(e) is a pure chain in v4» € SExp(y4). This implies
(in particular using 3m) that also hohZ'(e) is a pure chain in v,,. Hence, since
the chain does not exist in the source state, then it must have been created
by the rearrangement of pointers due to the execution of the assignment. In
the context of Proposition 5.6.20 this corresponds to 7, SN g - Since the
chain is created by manipulation of a link by the assignment there must exist
two entities e1,ea € ho hc}l(e) such that e; A, ez, before id and e; =y, €2
after. However, v, is L-compact and therefore PV-reachable, then there exists
e3 # ey such that ez <, e (es could be either in PV or reachable from an
entity in PV’). But then in v, — after the link between e; and ez has been
set — we have indegree(e2) > 1, this implies that e;, e is not a pure chain
contradicting our initial hypothesis. Therefore, precondition (a) is fulfilled.
The condition (b) is straightforward since in the assignment no new entities
are created. o

Theorem 5.6.27 For all program p : id(A,) C H,.

Proof. We prove the theorem by defining a relation between id(A,) and H,
and proving that it is a simulation id(A,) C H,. Let

R = {((r,7%), (r,7%),h) € Qa, x Qu, x (Ent — Ent) | r € Par,
~v¥ =cf(v¢), h=hes}. (B.15)

First of all we prove that R is a simulation, by showing that it satisfies condi-
tions 1.a and 1.b of Definition 5.4.1. To this end, assume ((r,v), (r,v*), ho) €
R

1.a) Straightforward since by definition of R we have y¢—"0—~*

1.b) We prove by induction on the structure of the statement r that the target
state of every possible (r,7¢) satisfies (i), (ii). We distinguish several
cases.

Base of induction.

— case r = new(a.a). By the rules of the concrete transition system
the only possible transition is:

new(a.a), v —,, skip, add(v¢, o).
On the symbolic level we have:

new(a.a),y* —, skip, cf(add(v®, o)).
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with A defined according to the operational rule. By Lemma B.2.2,
add (v, a)>L> add(v®, a) where hy [ (EyeNE444(v,a)) = ho. There-
fore if ho : add(y®, a)——cf(add(y*®, «)) then it follows that

hs = ha o hy : add(~°, a)——cf(add(v?, &))

because of composition of morphisms. moreover, since cf(add (7%, «))
is L-canonical by definition, then it is th canonical form of add(v¢, «)
via h3 which is unique up to isomorphism (cf. Theorem 5.6.16). But
then by definition of R we have:

(skip, add (v, @), (skip, cf(add(v*, ))), h3) € R

which proves (i).

For condition (ii) we must show that id > A via h; and hg. The
first condition of Definition 5.3.17 has been already proved. For the
second condition, let e; € E’ then we have:

)\(61, hcf(el))
= Cle1) [by def X in (NEW-s)]
Hhal(@ﬂﬂ {by morphism def.]
[

= Eéeh(jl(el) id (€, €) by def. id and C(€) = 1]

= D (e1,haler))=(ho(&),hs(2)) 14(E€)  [ho(€)=e1 = h3(€)=ha(e1)]

The property (No-Cross) is straightforward since the execution of the
statement boils down to the application of add(v¢, «) that does not
perform rearrangement of links between entities (cf. (5.13) page 158)
and because id does not produce any permutation of the entities.
Also condition 4 of > is straightforward. In fact the only new entity
in the concrete level is mapped by the morphism of the canonical
form onto the new entity of the symbolic level (that is concrete).
To see this, let E,q4(yc,q)\cod(id) = {e} and (Eqqd(ys,q)\cod(N) =
{e’}. By Lemma B.2.2 it must be (hg o hy)~1(¢/) = e otherwise
hi | (Eye N Eqqd(ye,a)) = ho would be contradicted (see also the
proof of the lemma).

— case 7 = del(a.a). In this case, on the concrete level the only
possible transition is:

del(a.a), ¢ —,, skip, cancel(v, a.a)
On the symbolic level:
del(av.a),v* —, skip, cf(cancel(v*, a.a))

where A is defined as the operational rule. Again by Lemma B.2.2
we have
cancel(v°, o.a) 12— cancel(*, a.q)
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and if cancel(7*, a.a)L2—cf (cancel (v*, a.a)) then cf (cancel (7%, ov.a))
is also the canonical form of cancel(v¢, a.a) by the morphism hs =
ho o hi. This implies by definition of R:

((skip, cancel(v¢, a.a)), (skip, cf(cancel(y%, a.a))), h3) € R.

Moreover, A defined in the del rule is the same as the one in the
new rule, therefore, we have already shown in the case new(w.a)
that conditions 1, 2, 3, of > definition hold. For condition 4 it is
enough to observe that it is trivially true since the set of new entities
is empty both at the concrete as well as at the symbolic level. Hence
we can conclude that also for the case of del we have id > .

case r = «1.a4 = as.a. By the rules of the concrete transition
system, the only possible transition is:

aj.a = ag.a,7" —,, skip, modify(v¢, a1 .a, as.a)

Let us indicate by 7, the target state (of the previous concrete
transition). On the symbolic level we have:

aj.a = ag.a,v° —,, skip, cf(v,)

for (yz,hs) € SExp(7’') where v = modify(y°, a1.a,@2.a) and A =
hes o byt (y® SN v"). As above, let us refer to the target configura-
tion of the previous symbolic transition by v,

Since this rule is nondeterministic, i.e., there can be more than one
cf (7. ), we must show that there exists a morphism hs for one of the
possible cf(y,) resulting as target state of the rule.

Lemma B.2.2 allows us to conclude that there exists a morphism
from 7§, , and 7" and this is precisely ho (cf. Figure B.3 left lower sub-
diagram 1). Lemma B.2.1 then ensures the existence of a morphism
h, for one v, € SExp(v’). Thus, we can define hs : (., ——cf(7,) as
composition of morphisms hg = hef (7, )ohS that by Proposition 5.3.7
is indeed a morphism (cf. Figure B.3, sub-diagram 3). But then
since 7., is L-canonical, hy is the (unique) morphism that relate
Virg to its normal form, that implies

((skip, Virg)» (Skip, V5yg)s h2) € R.

Now, we show that id > A. As for the previous statement the first
condition of > is straightforward. In order to prove the the second,
first of all observe the interdependence of morphisms and realloca-
tion depicted in Figure B.3, and in particular, as we have already
seen, by Lemma B.2.2, the morphism between ~f, , and ~" is in fact
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ho. Hence, let e; € £, and e € E’Yfrg’ then we have:
At (er,e2) :Eéehgl(el)mh;(lw(el) cee) [def A in (ASGN-s)]
— |(hS)~}(h; (er) Al (ea))| Dby Figure B.3]
= |hg ' (e1) Nhg*(e2)| [by Figure B.3]
=D cehs (e)hy (ea) 1(E; €)

- E(Ehez):(hg(é),hz(é)) id(é,é).

Finally, the reallocation id does not allow crossings, in particular be-
cause link updates occur only on entities with cardinality 1. There-
fore the condition (No-Cross) is satisfied. Condition 4 of > is triv-
ially fulfilled since no new entities are created in the concrete and
symbolic transition. We conclude that id > A.

Inductive step.

We show now only one case related to inductive step, namely the
sequential composition, since the others can be shown in the same
way. Assume a concrete state
c . c
q = S51;82,71
and a symbolic
s . s
q = S51;52,71-
According to the concrete transition system, state ¢¢ can only per-
form a single transition
. C /. c
51582, Y1 —4q 51752, V2
corresponding to a transition
c / c
81,71 =44 51072

for some statement s} completely determined by the structure of s;.
On the symbolic level to the transition performed by ¢° corresponds
to:

. S /. S
81382, 71—\ 51552, 72
for some A determined by the transition
s / S
S1,71 = S15 72

By induction hypothesis we have ((s1,75), (s1,75), h1) € R. There-
fore:
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(a) there exists ho such that ((s},75), (s1,735), h2) € R and
(b) id > A.
But then by (a), (b) we have that:
x hy:q®—q°
* ((s1552,75), (815 82,73), ha) € R
* 9d D> A
Then by definition, it is (¢, ¢%, h1) € R.

We conclude that the relation R is a simulation.

Now in order to prove that A, C H, we show that condition 2 of Defini-
tion 5.4.1 is satisfied by the simulation R.

2.a) Both automata id(A,) and H, have only one single initial state with the
same configuration, namely (PV,@,1py) that is also L-canonical. But
the we have:

((Tv (PV7 g, 1PV))7 (T7 (PV7 g, ]-PV))a Zd(PV,IZ,lPV))in R.

where 7 is the initial statement of the program p.

The second condition 2.a) that relates the set of new entities N and the
initial valuation 6 of the initial states is trivial since — as we have seen
— both id(A,) and H,, have the same single initial state.

2.b) According to the definition of accept state for id(A,) and H, have the
following sets:

Fiaay = {6 B F)
Fr, = {Ff,... F5 B8 Fp)

therefore as ¢ : Fig(a,) — Fr, we naturally take:

W(F) = kY

YY) = F?
for 1 < ¢ < k. It is straightforward to see that v is bijective. Now,
let F' € Figa,) and ¢ = (s,7) € F, we must prove that there exists
¢ € ¢(F) and a morphism h : ¢=——¢’ such that (¢,¢’,h) € R. Let
q = (s,cf(7)), the existence of cf(7) is ensured by Theorem 5.6.16 since

q — being concrete — is L-safe by definition as well as PV -reachable by
Proposition 5.6.10. Having a L-canonical and well-formed configuration
implies that ¢’ € Q#,. Moreover, ¢’ € (F') since ¢ and ¢’ have the same
statement s. But then by definition of R we have (¢q,¢’,h) € R.

Since condition 2.a) and 2.b) of Definition 5.4.1 hold we finally conclude that
id(Ap) T Hp. O
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Lemma B.2.3. Let Ep. > 0 be a fixed constant. If for all ¢ € Q7 : [Eq| <
Enax then [Qgy, | is finite.

Proof. H, states are of the form ¢ = (s, E,p,C). Let Smax be the longest
sequential component in s and let m be the number of sequential components.
The number of possibilities for s is bound by |smax|™. Because of the use
of reallocations we can consider states with entities up to renaming, i.e., we
can always use entities within a finite set with E,.x elements (by hypothesis
|E| < Emax)?. Furthermore, the component u ranges over the set of all possible
applications from E onto E+. Therefore, fixing E we have (|E|+1)!Z! different
possible p. Finally the component C is the set of all mappings from FE to the set
{1,..., M} U {*} therefore, we have (M 4 1)/Fmaxl possibilities. Summarising

we have:
Brnax Brnax
1Qr, | < [Smax|™ - 2Fmas Z (n+1)"- Z (M +1)"
n=0 n=0
<[] - 2B . Pmax 1)Bmex — 1 (M 41)Bmex — 1
=X max
Emax M
Hence, Q7 is finite. 0

Theorem 5.6.29 For all programs p, H, is finite-state.

Proof. By contradiction, assume H, is infinite-state. Therefore, by Lemma
B.2.3 there does not exist a bound on the number of entities in the states,
i.e., there does not exist a constant, say Enax = 0 such that for all ¢ € Q-
|Eq| < Emax. Since every state has a canonical and therefore PV -reachable (cf.
Proposition 5.6.14) configurations, this can be the case only for two reasons:

e cither the number of PV is infinite,
e or in the state there are unbounded chains of entities.

The first possibility is impossible because, by definition, PV is finite. The
second is also impossible. In fact, taking an unbounded chain, the number of
entities with indegree greater than one is either unbounded or bounded. On
the one hand, if we assume that the number of such entities is unbounded, then
since the state is PV -reachable this again would imply that PV is infinite. On
the other hand, if there is a bounded number of entities with indegree greater
than one, then since the chain is unbound it must be that after a certain point
we have an unbounded number of entities with indegree equal one, i.e., the
chain becomes pure. Again this is not possible since states are in canonical
form. O

2As we have seen, this of course does not prevent to express unbounded number of entity
creations.
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B.3

Proofs of Section 5.7

Theorem 5.7.5 For all HABA ‘H such that C(H) = M < M: L(H) = L(H {

Proof. [L(H) C L(H f1M)] Let (o, N,0) € L(H), with ¢ = EgA\oE1 A ---. Let
P = @oAogqi)1 -+ be the run generating (o, N, 60) by some generator (h;)ien-
We define a run p’ of H {M that generates (o, N,0) in the following way. Let
P = qhrogi Ay - - where for all ¢ > 0, we take ¢; € Sy, such that:

Ve By [y = Cale):

By construction of the states in p’ and by the definition of H ﬂM forallt >0
there exists a transition ¢ —, ¢/ ;. As gp is an initial state of H M and
for every accept state g; visited infinitely often, also the corresponding accept
state ¢} is visited infinitely often, we conclude that p’ € runs(H AM). Finally,
it is possible to show that generator (h;);cn generates (o, N,0) also from run
p'. Hence we conclude that (o, N,6) € L(H f1]M).

[L(H AM) C L(H)] Let (0,N,0) € L(H M), with ¢ = EgA\gE1\; - - -, and
let p = gjAogi A1 - - - be the run generating (o, N, 0). We define p = goAoqi A1 - -
such that for all i > 0, where ¢/ € S,,. Since p’ € runs(H { M) implies
p € runs(H) and p’ generates (o, N,0) by a generator (h;);en implies of p
generates (o, N, 0) by the same (h;);en, we conclude that (o, N,0) € L(H). O

Proposition 5.7.7 For all y-valuation (1,0, 5):
(a) 37 >0:p700(x)=06(y) # 1) = (z,y) € dom(9)
(b) ©(x) =O(y) # L = (z,y) € dom(d) V (y,x) € dom(9)
Proof.

(a) If there exists j >0 such that u70©(z) =0O(y) then by (DELTA GAMMA 2)
it can be proved that for all 0 < i < j we have §(u'~! o O(z)*,u’ o
©(x)7) = 1 that in turn implies (u*=! o O(z)*, u’ 0 O(z)~) € dom(d).
Similarly by (DELTA GAMMA 1), it follows that for all 0 < @ < j:
(ut o O(z)~, 1’ 0o O(x)T) € dom(d). Combining these facts, we have
(O(x)~, 1 oO(x)T) = (O(x)~,0(y)") € dom(d) and moreover, j > 0 im-
plies (©(z)",y) € dom(§). By (DELTA THETA 2) (z,0(x)") € dom(d).
Therefore, we can conclude using (DELTA MET 2) that (x,y) € dom(d).

(b) Since ©(x) = O(y) # L we have by (DELTA THETA 2):

0(0(x)”,x)

, 0 AN6(O(z)",y)
(xz,0(x)")

0 A6(y,@(x;+)

VoWV

0
0

VoWV
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Therefore by (DELTA MET 3) we have either §(0(z)",z) @ d(z,y) =
0(©(x)~,y) or 6(O(z)",y) ®d(y,x) = §(O(x)”,z). Hence we have ei-
ther (z,y) € dom(d) (corresponding to the first case) or (y,z) € dom(J)
(corresponding to the second case).

O

Proposition 5.7.19 For ¢ = q2, if E is a maximal weakly connected
subgraph of (Ey, W Ey,, A) such that L ¢ E then Cg, (11(E)) = Cy, (12(E)).

Proof. Without loss of generality let
1 (E) ={e1,...,e,} and a(E) = {e},...,e}}
for k,n > 1. Since F is a maximal weakly connected subgraph, we have the
property:
e Vec 11(E): Ae) € 1a(E)
o Ve ip(E): A Y(e) € 1(E).

Thus we can construct a n x k matrix R where R(r,c) = A(er,e.) (with 1 <
r <nand 1< c< k). Hence we have:

Ci(u(E))

Ci(er) + -+ Cien) [by definition]

=Y ¢ R(L,j)+ -+ 3" R(n,j) [by def. of R and Def 5.3.12 con. 1]
=3 RG )+ + 37 R(j,k) [by def. of R and Def 5.3.12 con. 2]
=Ca(e}) + -+ +Cale},)

= CQ(LQ(E)).

O

We will now prove few lemmas that that will be used in the proof of Propo-
sition 5.7.25. These proofs use the following notion. Let 4’ and « be a concrete
and an abstract configuration, respectively. Let 6 : fu(¢) — E, be an inter-
pretation for the logical variables over +'. We extend 6 to the set of special
logical variables E,jyt as follows. Let h : 7>~ and e € E,, then:

0(x) if z € fu(v)
0F(z) ={ first(h='(e)) ifx=e" (B.16)
last(h=t(e)) ifx =et

The next definition provides us with a consistency notion between a concrete
interpretation for logical variables 6 (in 4’) w.r.t. a symbolic interpretation

given by ©, ¢ in a y-valuation when ~/ >h—>7.
Definition B.3.1. Let h : 4'>—~ be a morphism where C,, =1, (¢,0,6) a

~-valuation and 6 : LVAR — E... Then, (0, h) is consistent with (©, ) (written
(0,h) < (©,0)) if
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(a) ho =06

(b) Yo,y € fo(t) U EZ : 8(z,y) = min{[n] | u2 0 6% () = 0=(y)} where
ming = 1.

We use the previous definition in order to keep consistency, from state to
state, between the interpretation given by the valuations of a path 7 and the
interpretation of an allocation sequence o generated by 7.

Lemma B.3.2. Let 7 = (g0, Do)Xo(q1, D1)A1 -+ be a path and let o be an
allocation sequence generated by the underlying run of 7 with generator (h;)jen
and ¢ € CL(¢). Then for all i > 0

(G,hz) < (h109,5) = (1/}, hi+1 o/\foﬁ,é’) € [AZO (1/}, hZOQ,CS)]
for any ¢’ such that (A7 00, h;11) < (hip10A7 06,8").

Proof. First of all, we recall that a §’ with the property (A 08, hit1) < (hiy10
A7 06,0") is defined (according to Definition B.3.1) as

§'(z,y) = min{[n] | " o (A7 0 0)* () = (A7 0 0)*(y)}

for 2,y € fu(y) U EE . Now, for brevity, let © = h; 06 and ©’ = h; 1 0\ 0.

qit1°
By definition of gene;ator (Def. 5.3.24) we have that A7 > \; and therefore

Xi(O(z),0'(z)) # 0. (B.17)

Hence, condition 1 of Definition 5.7.20 is fulfilled. We now prove condition 2.

Let E be a maximal (weakly) connected subgraph of (Eq & E;_  ,\;).
Proposition 5.7.19 and the property (No-Cross) of > (Def. 5.3.17) imply:
|hi (11 (E))] = |hith (t2(E))]. (B.18)

That is: the number of entities on the concrete level that correspond to the first

and the second projection of the maximal connected subgraph is the same3.

For brevity, let C = |h; *(:1(E))| and let
hi'(n(E)) = e, cey €5
hili(w(E) = e, .., egh
Another consequence of (No-Cross) is that for all 1 <m < C:

A (el el £ 0 (B.19)

m’-m

3Note that (No-Cross) is necessary since if the cardinalities on the abstract level corre-
spond, in case of unbounded entities, this does not necessarily imply that also at the concrete
level the corresponding cardinalities are the same. In fact, some entity may during the tran-
sition but this may not be revealed on the abstract level if the cardinality is *.
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that is, the entity at position m in the chain corresponding to ¢1(E) is re-
allocated in the entity at position m in the chain corresponding to to(E).
Therefore, it is straightforward to see that the interpretation of a variable
x on ¢1(E) will have the same position in t5(E), in particular, the distance
between first(12(E))™ and last(t2(E))T is unchanged w.r.t. first(¢1(E))™ and
last(v1(FE))T. Hence, conditions 2(a)-(b) of Definition 5.7.20 hold.

For the other free variables y with interpretation both on ¢1(F) and t2(E)
we have:

pit(0(x) = 0(y) = pia (A 06(x)) = A7 00(y) = 0'(z,y) =[n] (B.20)

Moreover, since (6, h;) < (h; 0 0,0) we have:

pi'(0(x)) = 0(y) = 6(z,y) = [n]. (B.21)

Thus, from (B.20) and (B.21) it follows that ¢’ satisfies condition 2(c) of Defi-
nition 5.7.20. We conclude that (¢, hit1 0 X7 060,68") € [\;o (¢, h;06,5)]. O

Lemma B.3.3. Let 7 = (qo, Do)Ao(q1, D1)A1 - - - be a path and let o be an al-
location sequence generated by the underlying run of 7 with generator (h;) en.
Then for all j >4 >0,

a) if (\_jo0---A700,h;) <= (hjoA?_jo---A700,d) then
(1/),hj+1o)\‘jjo---o/\‘i709,5/)€ [Ajo(hjol]_jo---0A] 00,6)]
for any ¢" such that (A7 o---0A7 00, hjt1) = (hjr10A] 0---0A7 00,4").
b) if (6, hy) = (hi o 6,6) then
(W, hjod]_jo---0X]00,0")€[Aj_10---0Xo(1h,hioh,0)
for any ¢’ such that (A\7_; o---0A7 06, h;) = (hjoA]_jo---0A] 06,d).
Proof.

a) Straightforward. In fact, let 8" = A7_, 0---0A7 0f. Then by Lemma B.3.2
we have
(1/1’ hj+1 o )‘_l]j o 9/5 6/) € [)‘] © (1/% hj o 917 6)]

and therefore: (¢, hj110A70---0A700,8") € [Ajo(hjoA]_jo---0A700,d)]
that in fact is what we wanted to prove.

b) We prove this part of the lemma by induction on j > i¢. The base step
corresponds to Lemma B.3.2 therefore we show here the inductive step.
For the sake of readability, let Aj_1; = Aj_10---0X; and A7, =
A7_j0---0A]. First of all we prove that

[Ajo (¥, hjor? 1 ,00,6)] C[A\joNi_1i0(¥,h;o00,0)]. (B.22)
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The set inclusion (B.22) can be proved using the induction hypothesis:
(’l/), hj 9] )\?_Li o 9, 5/) S [Aj,1 9] )\j72,i 9] (11)7 h,z 9] 9, 5)]
as follows:

AjoXj—1i0 (1, hio0,0)]
U’Uep\jfl,io(wah’ioe76)] )\j ov

(Uue[x\j,l,io(w,hioeﬁ)]\{(w,hjo,\sf 700,06} Ajo U)

Jj—1,1

U[Aj o (¢, hjoXI_;,;086,0)]

j—1,4

Hence combining (B.22) and part a) of this lemma we conclude (¢, hj410
Afo--X00,6) €[Ajo---0oXo(,hio00,0).
O

Lemma B.3.4. Let v = (EF,u,1) and 4 be two configurations such that
L’ and v = (1, h 0 0,8) a ~'-valuation. Then
(h,0) <= (h00,8) = hou™((z)) = [z.a"]

YT

Proof. The intuition of this lemma is that the entity on the concrete level
representing z.a™ is mapped precisely on the entity on the abstract level that
corresponds to the (first components of the) semantics of x.a™.

We prove this lemma by induction on n.

e Base case n = 0. If §(x) = L then hof(z) = L (is undefined) and by
definition [[a:]],lw = 1. If 0(z) # L then we have hou(0(z)) = hof(x) =
[z.a"], , by Definition 5.7.13.

e Inductive step. Assume the statement holds for n. We prove it for n+1. If
O(z) = L then p™(0(x)) = ™+ (0(x)) = L, that implies ho u™(0(z)) and
hou™*t1(f(x)) are undefined. Because of the hypothesis of consistency, we

have immediately that also hof(x) = L therefore by definition [[z.a”]]}y,v =

[[z.a”“]];v = L. Therefore, assume 6(x) # L and let h='(h o 6(z)) =
e1,...,er and O(x) = e;. We distinguish two cases.

1.Ifi+n+1 <k then hou™@(x)) = hopu"(@(x)) = hod(x).
Since (h,0) < (ho#6,d), then §(x, O(x)") = [k —1i] = n therefore by
Definition 5.7.13 we have [[:c.a”]];v = hof(z).
2. If i+ n+ 1> k again we distinguish two cases:
(a) Assume h o p™(8(x)) = ho u"t(f(x)), that is p™(0(z)) and
u"t1(0(x)) are mapped by the morphism h onto the same ab-
stract entity and let © = h; 0. By the induction hypothesis we
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have that h o p"(0(z)) = [z.a"]}

. 1
! o+ Moreover, if [z.a”],, , =
,ujv, 0 O(z) then

’
YU

C’U(zaj) >n

where the inequality is strict since z.a™ is not the last instance
of [[as.a"]]}y,,v otherwise h o u™(0(z)) and h o p"1(0(z)) would
not be the same contradicting the initial hypothesis. But then
Cy(x,7) 2 n+ 1 and by Definition 5.7.13 we have [[x.a”]],lyyv =

1 o .
[[x.a”+1]],y - Summarising in one line:

ho ™ (0(x) = ho p" (0(2) = [za"],, = [e.a™ '],

that is precisely what we wanted to prove.
As a second possibility, assume

ho W (0(x)) = oy (h o p™(0(x))) (B.23)

that is p™(6(x)) and p"*1(6(x)) are mapped by the morphism
h onto consecutive abstract entities. This initial hypothesis im-
plies that p"(6(x)) denotes precisely the last entity in the chain
of concrete entities corresponding to h=*(h o u"(6(x))). If this
would not be the case then also u"1(6(z)) would be mapped
by h on the same entity (since h is a morphism) therefore con-
tradicting the initial hypothesis. Let © = h; o § and assume
that ‘

[[x.a"]]i,@,é = ufy,_l 0 O(x) (B.24)

for some j > 0. Then, by Definition 5.7.13 we have:
n<Cylz,j—1)<n+1 (B.25)

where the last inequality is true otherwise [[x.a”“]],ly/m = ,uf;l o
©(z) that would imply that h o u™ o 8(x) is not the last entity
of h=*(h o u™(0(z))).

Now, by (B.25) it is straightforward to see that C,(z,7—1) =n
and therefore C,(z,7) > n+ 1. By Definition 5.7.13 this implies
[[z.a”“]]i,m = Mf-r’ 0 O(z). Note that the entity ui, 0 O(x) does
exist since it is the image (via h) of u"*! o §(x). Finally, we
have:

[[z.a”"'l]],ly/m = Hir o @(9:1) [by definition]
= fy ol 10@(9:) [by (B.24)]
=y ([z.a”]5 ) [by induction]
— o(hopob(x)) [by (B.23)

= hou"tod(z).
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Lemma B.3.5. Let p = goAogi A1 -+ be a run generating a triple (o, N, 0)
with generator (h;);en such that o, N, 0 = ¢. Let

D; = {(¥,hio0,8:) | v € CL(¢), o, N7,0 v}
o,y € fo() U Byt di(x,y) = min{[n] | uf 0 0% (z) = 6%(y)}

where 07 is the extension of 6 to the set Eé‘f_ as defined by (B.16) (cf. page 283).
Then (g, D;) is an atom for all ¢ € N.

Proof. We show by induction on the structure of ¢ that D, satisfies the condi-
tions of Definition 5.7.17.

e Atomic propositions. Give a valuation v = (¢, ©,4), where 1 is an
atomic propositions, we have to prove the following implication:

ve AV, = veD,. (B.26)

To this end we need to prove the existence of a suitable (concrete) inter-
pretation 6 for fv(y) and extend it according to (B.16) (cf. page 283).
Suitable in this context means that the choice of 6(z) should be such that
1 is valid and — at the same time — © = h; 0§ and § = §;. We now
single out the three possible cases occurring for the atomic proposition.

— case 1) = r.a" new. Let v = (z.a" new, ©,8) and let h; ' (O(z)) =

e1,...,ex (k > 1) and 0(x) = e;, where the index 1 < i, < k is
chosen according to the following rules:

5(0(z)~,x) if §(0O(x)™,x)#* A6(O(x)T, z)#*

iz =4 k—08(x,0(x)T) if §(O(x)",2)=xAd(O(x)T,z)#x

0(©(x)",x) if 5(0(x)",2)#£* Ad(O(x)T,z)=x
(B.27)

Note furthermore, for the current case x.a™ new, we cannot have
5(0(z)7,z) = d(z,O(2)") =

otherwise this would imply [z.a"], ., = ©(z) and C(6(z)) = *
that is impossible since new entities ‘cannot be unbounded. Hence
the choice of i, is deterministic. Given such 6, let as usual 8% be its
extension, by construction we have:

hio6* = © (B.28)

for all ,y € fo(y) U E;E. Hence, we can conclude that:

v=(z.a" new,0,9) = (z.a" new, h; 00,7;). (B.29)
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A consequence of (B.28) is that (h;, 0) < (0, ) and by Lemma B.3.4

we have that [[x.a"]]}yqi,v = h; o p"(f8(x)). From v € AV, it fol-

lows [[as.an]]1 € Ngy,. Thus, by the properties of the generator

Va; ¥
(Def. 5.3.24) — in particular as stated by Lemma 5.3.19 — we have
that new entities on the abstract level are related by the generator
to the new entities on the concrete level, i.e., p™(6(z)) € Nf and
therefore o, N7, 0 |= z.a™ new. Hence, by (B.29) and by definition

of D;, we conclude that v € D; which proves (B.26).

— case Y = (z.a™ = y.a™). Give a valuation v = (z.a" = y.a™,0,0) €
AV, by Definition 5.7.15 we have A, . (z.a",y.a™) = 0 that by
definition implies

1 mil

]],7711 = [[y7a' ]]’y,’U - J_

b) [[:C.a”]],lyyv = [[y,am]],lyyv # 1 and [[a:.a”]]?yyv # *

c) [[z.a”]]av = [y, am]]av #+ 1 and [[:L’.a"]]im =xand (§(z,y)E&m =

BV 6(g.7) & n = m))

Let us discuss here b) and c) only. We need to show the existence

of a suitable §. Assume:

a) [z.a™

hfl(@(aj)) = €1,...,€k,

K2

hfl(@(y)) = €1;,...,€k,

with k;,k, > 1. For the selection of #(z) and 6(y) we apply the
same strategy employed for x.a™ new. Namely, let §(z) = e;, and
0(y) = e;, where iy, i, are chosen according to (B.30) and (B.31),

respectively.
5(0(z)~,x) if 5(0(z)",x)#xA6(O(x)T, z)#*

LR 0 8)) 50 ) = AN D)

* §(O(x)", ) if §(0(z)",xz)#xA6(O(x)T,z)=x
M<j<k,—M if§O(z)",2)=+xAN§O(x)", x)=x
5(0(y)~.y) i 5(O(y) 7 y)#x N d(O(y) ", y) #=

o Jk=0.80)%) iTa(O0) W= ATOW A

)60 ,y) if 5(O(y) 7, y) #* A (Oy) T y)=+
M<j<ky,—M if§(O(y) ,y)=+A6(Oy)t, y)=x

Since when both §(0(y)~,z) = §(O(y)*,z) = * and §(O(y) ", y) =
(O(y)*,y) = * the indexes i,,i, are still not completely deter-
mined, then we select them such that the following conditions are
satisfied:

iz —iy=n—m ifd(y,z)dm=n

iy—iz=m—n if d(y,z) dn=m.
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By construction we have that h; 0 * = © and § = §;, or in other
words, (hi,0) < (0,6). To prove that v € D; it remains to show that
by the previous choice of §(x) and 6(y) we indeed have: 0%, N7, 0 =

a =y.a™.
Assume case b) and let

[[x.a"]]iqﬂv =1#x and e= first(h; *([z.a ]];q“v))-

Depending whether z is interpreted onto [z.a"] s v OF DO, by defi-

nition we have two possibilities, namely:
(i) if (=, [[o:.a"]];qijv) € dom(d) then by Definition 5.7.13 C,, (x, j
1) =n—1—1 and therefore:

W (0() = e (B.32)

(ii) otherwise ([z.a"], .,x) € dom(d) in which case we have (again

Va5V’
by Definition 5.7.13) 6([z.a] ,,#) = l—n and by consistency
of § we have

W) = 0(). (5.33)

Following the same lines, it is possible to show that depending on
the interpretation of y w.r.t. [[y.am]],yq_ . either
p N Oy) = e (B.34)

" (e) = 0(y) (B.35)

From the previous case distinction we can determine the precise
interpretation on the concrete level for p*(0(x)) and u(0(y)). In
particular, from (B.32) and (B.33) we obtain:

pi (0(2)) = (i~ (0(2))) = pui(e) (B.36)

)
pi(0(2) = i (1" (e)) = pi(e) (B.37)

For the variable y, from (B.34) and (B.35) we have
w(O(y)) = mi(p~ (0(y))) = wile) (B.38)
1i" (0(y)) = ul”(uﬁ "e)) = uﬁ(e) (B.39)
from which we can conclude that in case (b), in any possibility,
pi (0(x)) = 1" (0(y)) = pie).

Now, assume case (c). Let d(z,y) =1 (the case §(y,x) = is sym-
metrical). By hypothesis, we have §(z,y) @ m = n that implies
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I < K(¢) (by assumption on stretching see page 5.7.1) and there-
fore, since ¢ is consistent we obtain u!(f(z)) = 6(y). But then

pi (0(x)) = pi ™ (0(2) = pi (1i(0(2))) = " (0(y))-

Hence also in case (c) p"(0(x)) = p(0(y)). Thus, by definition
of the semantics of Mal¢TL for both cases (b) and (c) we conclude
o', N?,0 = x.a" = y.a™ and thus v € D;.

— case x.a” ~ y.a™
Suppose v = (z.a"™ ~ y.a™,0,0) € AV,,. By definition of atomic
valuation A(z.a™,y.a™) =T or A(z.a™,y.a™) = 0 and therefore be
definition of A we have the following possibilities:

a) [v.a"]}, #[y.a™],, and 3j > 0: p/ ([z.a"]} ) = [y-a™]}

) o'l = [, # L and [r'E, < e

) [[z.a”]];v ly.a™ ]] # L and [z. a”]] ly.a ]] = % and
(0(z,y) dm >n v J(y, x)dn < m).
We define 0(x) and 6(y) according to (B.30) and (B.31) as we have
done for the case of equality. Therefore we have by construction
© = h;00 and 6§ = ;. In order to have v € D; it remains to show
that 0%, N;, 0 = z.a™ ~ y.a™ for both a), b) as well as c).

a) Itis straightforward that at the concrete level, there exists j' > j
such that u”ﬂ (6(z)) = p"(6(y)) and therefore by definition of
the semantics of Mul/TL we can conclude o, N;,0 &= z.a™ ~
y.a™

b) As we have done for case z.a™ = y.a™, let [[z.a”]]iq_v = [ and

e = first(h; *([z.a ]]7 ) then by (B.36) and (B.37) we have
p?(0(z)) = pi(e). By hypothesis there exists I’ > [ such that
1 (0(y) = pl (e). But this implies p"(0(y)) = ul ~'(u™(0(x)))
and by definition o, N;,0 | z.a™ ~ y.a™

c) if 6(x,y) @ m = n then (x,y) € dom(§). We can have either
0(x,y) = *, then on the concrete level since 0 is consistent there
must exist I’ > n such that p! (§(x)) = 6(y) that is enough to
conclude that z.a™ reaches y.a™. Otherwise, 6(z,y) = ¢ # *
and since by hypothesis ¢ + m > n then, for the consistency of
5, at the concrete level pit™~ ”(,u (0(x ))) = 0(y). So we are
done.
Finally if §(y, x) & n < m it is straightforward to verify that on
the concrete level z.a™ ~ y.a™

Inductive step
e case 1) = —1)’. According to the definition of atom we have to prove:

v= (¢ hio0,8) €D; & (¢, hjo0d)¢D,.
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Straightforward from the definition of D;, and semantics of Aaf¢TL, in
fact: )
v:(—n/J’,hioﬁ,é)GDi 4 O'l,NiU,o':_'dJ/
& o' N7, OE Y
<~ (’L/}I,hioe,(S) ¢ D;

case 1) = 11 V1. As the previous case, straightforward from the defini-
tion of D;, and semantics of A@¢¢TL, in fact:

(’lﬂl\/’lﬂg,hioe,é)EDi =4 O’i,Nf,e':’ll}l\/’L/Jg
& o, N7, 01 ¢ Eror o', N7, 0 [ 2 = 1o
& (Y1,hi00 91,0 [ 1) € D;
or (ng,hioe[wg,é‘[wg)EDi.

case 1 = dz.¢.

[=] Suppose (Fz.¢',h; 0 0,5) € D; then o°,NZ,0 | Jz.a)'. It follows
that there exists an e € EY such that o¢, N7, 0{e/x} = ¢'. By general
assumption (see Page 178), x € fu(y)") and hence dom(6{e/z}) C fo(¢').
Thus,

(', h; 0 0{e/x}, ) € D;

where 0/(z,y) =min{[n] | p' G{x/e}i(z) = G{x/e}i(y)}.
[<] If (¢, h; 00{e/x},0!) € D; where
8i(z,y) = min{[n] | u} 0 0fa/e}* (2) = 0{z/e}* (y)}

then 0%, N7, 0{e/x} & ¢'. And therefore o', N¢,0 | Jz.¢)' and finally
(Fz.4)', hi00,8) € D; where 6 = 8} [ 1.

e case 1) = =X¢)'. We have:

(=X¢)',h; 06,6;) € D; o, N7, 0 = =Xy

ot N7, 0 ¥ X'

oL NG, AT 0 0 Y
o, N, A 00 b=
0!, N7, 0 |= X~

(X—ﬂ)/}/, h; o 9, 51) €D,

teoo00

e case ¥ = 11 Usy. To prove this case we use the following known equiv-

alence:

o,N,0 ):’l/q Uy < o,N,0 )ZQ/JQ\/(’lbl/\X(’llll U’lﬂg))
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for all allocation triple (o, N, 6). Therefore we have:
(’l/)lU’l/)Q,hiO@,(S)GDi <~ O’i,Nf,o':’l,hUi/}Q
A UZ:,NZ-‘T,G ): 7!’2 \ ("/’1 /\X(wl UwQ))
< 0" NfF,0 s =1 or
(0, N7,0 [ ¢1 |= ¢ and
O.z,Nia’o ': X(d)l UwQ))
(Y2, hi 00 [ 92,0 [12) € D; or
(Y1,hio0 [ 91,0 [ 1) € D; and
(X(’Lﬂl U’L/)g), h; o 9,6) e D,

(3

O

Proposition 5.7.25. ¢ is H-satisfiable if and only if there exists a path in
G (o) that fulfils ¢.

Proof.

[«<] If there exists m in G (¢) that fulfils ¢, by definition this implies that
¢ is satisfied by an allocation triple (o, N, 6) generated by the underlying
run of 7.

[=] Now assume that ¢ is H-satisfiable, and let p = ggAog1 A1 - -+ be a run
generating a triple (o, N, #) with generator (h;);en such that o, N, 0 = ¢.
We construct a path @ = (go, Do) Ao (q1,D1) A1 -+ that fulfils ¢ as
follows:

Di = {(¢,h109,51)|1/)€CL(¢), O—ivNanelzw}

where let = be the extension of 6 to the set E as defined by (B.16) (cf.
page 283) then ¢; is defined for all z,y € fo(y)) U E;E by:

di(w,y) = min {[n] | uf 0 0% (x) = 0*(y)}.

First of all, by Lemma B.3.5 (¢;, D;) is an atom for all i € N. Secondly,
we show that 7 is indeed a path by proving that it satisfies the conditions
of Definition 5.7.23.

1. By the construction of 7.

2. By contradiction. Assume that there exists an i > 0 such that
(gi» Di) =, (@it+1, Diy1) is not a transition of G. Take the minimal
such i. Then one of the following must hold:

i) g — 2, Git1 is not a transition in 7. But this contradicts the
fact that p is a run of H.
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ii) By contradiction assume that there exists (X¢,h; 06,6;) € D

such that (¢, 0’,8") ¢ D, 1 for all (¢, 0’,8") € [N\jo(¢), hiob, ;)].
But then also (¢, hit10A7 00, 6,41) ¢ D;y1 since (¢, hiy10A7 o
0,0i+1) € [Aio(¢, hio0,6;)] (see Lemma B.3.3); hence this would
imply o1, N2 1,A? 0 0 ¥ . But then also o', N7, ¥ X,
contradicting the construction of D;.
Assume (1,[)7 @/, 5/) S [Az o (1/}, @, 5)] n Di+1, but (Xd), @7 5) ¢ Dz
By construction of D;y1, the tuple (¢,0’,§’") must be of the
form (4, hiy1 0 6,0,41) and 0"t N7, ,,0 |= 9. Condition 1 of
Definition 5.7.20 implies that cod(hl+1 06) C cod(\;). Then,
since AY > A;, by Lemma 5.3.19 we have cod(§) N N7, = @.
Therefore there exists 0" : fu(1)) — Ent such that

X of =0.

Now by the semantics of Mul¢TL, o', N7, A7 08’ = ¢ implies
o, N7, 0" = X¢p. Thus by definition of D we must have (X, h;o

0',6;) € D,. Contradiction.

3. Assume (¢ U)o, h;06,8;) € D;. By the construction of D; we have
o', N7, 0 = 1 Uy, Therefore o7, N7, A_jo---0A700] fu(ia) = 1o
for some j > i. Due to the constructlon of Dy, it follows that
(a2, hj o )\;-’71 o0---0A 08 [9,d; [ Y2) € Dj and Lemma B.3.3,

(1/127’1 O/\ 00X 00 [ 1,8 [h2) € [Ajm1 0+ 0N 0(h2,hio
wQa )]qi7qj'
Thus, 7 is a path and it is fulfilling since it satisfies ¢ by construction.
O

Proposition 5.7.27. If 7 is fulfilling path in G(¢), then Inf(w) is a self-
fulfilling SCS of G (¢).

Proof. Let G' = Inf(w). G’ is strongly connected. From the definition of
infinite set it follows that there exists ¢ > 0 such that the atoms in n* =
(qis Di)Ni(qit1, Dit1)Ait1 - -+ are precisely those in G'. Furthermore, if there
is an atom A € G’ such that (¢ Uts,0,8) € D4, then there exists j > i :
(g5, D;) = A. By condition 3 of Def. 5.7.23 we have that there exists n > j such
that (¢2,@’,6’) € D,, where (12,0',8") € [\y_10---0Xjo (12,0 [ 2,8 | ¥2)].
But then (g,, D,) € G’, hence G’ is self—fulﬁlling. O
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The next proof uses the following facts implied by the definition of €2:

Va € n(P) :VQ : e(a) W Q(a, Q, k, tt) = Q(a, Q, k, tt) (C.1)
VQ : e(n(Q)) W QQ,Q, k, tt) = Q(Q, Q, k, tt). (C.2)

Moreover the definition of union of states implies that:
Va :e(a)We(a) =e(a)

hen

Conjecture 6.3.29. Let P be a well-indexed process. If noz(]B) — @ the
D(Q)wn(P)

there exists A and a well-indexed process Q' such that D(P) — N Q'
and noi(@’) = Q.

Proof. (Sketch) We give a sketch proof of this conjecture by induction on the
depth of the derivation of P — @Q. The last rule used in the transition P — @
can be any of those listed in Table 6.2.2. We distinguish the possible cases?

and P = n[inm.P'|Q"]|m[R']. Therefore by the (Red In) we have Q
m[n[P’|Q"]|R']. Let Q" = m;[n;[P’'|Q"]|R’], we have obviously noi(Q")
Q.

n this proof, we write indexed processes with a tilde. The same process without tilde

is the result of the application of the function noi. That is, for any indexed process R,
noi(R) = R

e case (Red In). We have that P is of the form P = n,[in m.P’|Q"]|m;[R']

295
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By definition of Q(@, P, 1,tt) we have:
Q(@,P,1,tt) = Q(Q,nfinm.P'|Q"],1,tt) UQ(Q,m,[R'],1,tt)
= (Q)We(n)WQng,inm.P|Q",1,ff)

Q(mi, R, 1,tt) &

{{e5,, ho(@)}, {(ef,,ho(@))}, Tiee ho(@)}s
{(e5,,, p(inm.P'|Q")), (ho(@),0)})

({ef, - ho(@)}, {(e7,,, ho(@))}, L{(es,  ho(@))}s

{(ef,,, (), (ho(@),0)})

&

Symmetrically,

Q(@leal) = 5(@)65(771]')@5(711')&)
Q(ni, P'|Q", 1,tt) W Q(my, R, 1,tt)
({ho(@), e, }. {(€5,,,ho(@)) }, Li(ee. ho(@))}

{(e5,,, p(R)), (ho(@),0)}) &
<{ho(mj)a e;i}v {(ef”, ho(mj))}7 1{(6;i7h0(m]‘))}’
{(ho(m;),0), (¢5,,, p(P'|Q"))})

Let D(P) = (hefo hfl(Vsz(@,P,Ltt))a Pa@,p,1,4)10/is(Q)}) where the mor-
phism hy is given by the definition of D. The configuration Yp(py — even
after the transformation of representation produced by the application
of he o hfl — can be considered as the union of several configurations.
For the concrete part of Ya(a,p1t) for example the following must be
sub-configurations of VDB

7/ = ({6:11-5 hO(@)}, {(efziv hO(@))}, l{e;i ,ho(@)})

7" = (e, ho(@)}, {(ehn, ho(@) H(es, ho(@))}):
In fact, we can safely assume that even after the application of h¢f o hfl,
there is a concrete entity of type m; and a concrete one of type n; that
have a reference to ho(@) (by L-canonicity). Since the actual entity does
not matter, we can assume for simplicity that these are precisely ey, , efnj.
Hence, up to isomorphism, Yp(P) is of the form

7D(15) _ ’Y/ W ’}// W ’}/N

for some .

Rule In of Table 6.3.10 starts by the application of

I0Up(D(P),inm.P'|Q", €5, +— ho(m;))
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that in turn applies first move(yppy, €, — ho(m;)). The latter substi-
tute v/ by the appropriate pointer update dictated by its definition. To
the resulting configuration, activation applies:

act g, (Ve(@) W ({€5,,, ho(m; )}, {(€5,, ho(m;)) } 1 ies  ho(m,)}) ¥
({e - ho(@)}. {(¢6 - ho(@)) h Ly, o) &
V(s in m. 21107166 O Vo (me 1 ,8))

= Ye(@) W ({€5,, ho(m;)}, {(€5,,, ho(m;)) }, Les, ho(m,)}) ¥
({€hn, - ho(@)}, {(€fn,, ho(@))}s Ly(es, ,ho(@))}>
Yone P17 1.e0) & Vo(m,, . 1.10)
Therefore, we have (also using (C.1)) that the configuration of
I0Up(D(P),inm.P'|Q, €5, +— ho(m;))

is Yo (@,00,1)- For the P component we have:

Py {Poci) (\linm.P|Q"} U p(P'|Q") /€5, } = Ppp) {p(P1Q") /€5, }

which this is precisely: PQ(@ O 1) Thus we have:

IOUp( ( ) Inm P |Q7 n = ho(m]>) = <’YQ(@7Q71,“)5 PQ(@7Q71,tt)>
= 0Q,Q1,tt)
Note that since n(Q’) = n(P), and by (C.2) we have

Q(Q@,Q',1,tt) We(n(P)) = Q(Q,Q', 1, tt)

Now, according to the In rule of Table 6.3.10, the target state is the
canonical form of a state in the safe expansion, together with the updated
set of capabilities we have just computed. Thus:

D(P)_))\ (hef 0 h_l(V/)a Psz(@,@/,l,tt))'

for all (v/,h) € SEXP(’YQ(@,Q/,Ln))- Among the canonical configurations
(for the properties of the canonical form) there must be one that corre-
spond to cf(y") where 4" is a safe configuration expanded by a morphism
as described by the definition of D(Q’ ). This is precisely the one that
expands the unbounded entities by a chain of L concrete entities followed
by an unbounded entity.

e case (Red Out). Similar to the (In Rule) case.

e case (Red Open). We have P=openn. P'|n1[ R] and noi(P)=openn.P’|n[R]
and Q = P'|R. Let Q' = P'|R then noi(Q’') = Q.
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By definition of Q(@, P, 1,tt) we have:
Q(Q, P, 1,tt) = Q(Q@,open n.P’, 1,tt) W Q(Q, n[f%], 1,tt)
= (@) uQ(Q@ P, 1,y Q(n;, R, 1,tt) We(n;) W
{{e5,, ho(@)}, {(ef,;,ho(@))}, Ti(es, ho(a))}s

{(en,, p(R)), (ho(@),0)})

For the process Q' we have:
Q(Q, P'|R,1,tt) = Q(@, P',1,tt) w Q(Q, R, 1, tt)

Let D(P) = (hcfohfl(’yg(@,ﬁl,“)), Pa(a, 1)) Where Ry is the morphism
determined by the definition of D. As observed for the case (Red In), be-
cause of the canonical form, we can separate the part of the configuration
Yp(P) related to the execution of the rule from the rest of the config-
uration. Therefore, the first step of the application of OpenUp result
in:

OpenUp(D(P), is(Q), ef,,, ')
= (actq p(dissolve(vp (), ho(@), €7, ),
Py (P (s(@)\ {open 1.5} U p(P') U P (65,)/is(@)})
— (act g p (dissolie(yp ), h0(@), €5,)), Py o {0l P ) /i5(@)})

Let’s now concentrate only on the configuration part:
actg p(dissolve(yp py, ho(@), €7, )
where

ToBy = Ye@ Y@, 5,1, YV, Ro1) Y Velni)

H’J<{€$”, ho(@)}v {(6(7:”, ho(@))}a l{e;i,ho(@)}>'

Moreover, according to the definition of dissolve (see page 221), after the
deletion of e, that cancel the subset

<{€;i, ho(@)}7 {(6;:”, ho(@))}’ l{eﬁli,ho(@)}>

the pointer structure must be modified according to the following schema:

i = pin, £ho(@) /11, (5,), ho(@) /i3 ! (ho(ny)) }-

The first kind of update that links other possible copies of n; to ho(@) is
implicit in the representation of the configuration we are using. Namely:
if there would be other entities linked to ey, ., since we consider the config-
uration as the union of the part related to ef,. and the rest of the configu-
ration, for the very nature of the union operator, the other copies of n; are
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already linked to ho(@) (and represented in other part of the union). For
the second update, note that the entities in u;ql(ho(ni)) that are those
inside n;, in Yp(p) are contained in the part of the configuration build

by Q(ns, R,1,tt). In fact this is the only part of the configuration that
embeds ambients inside n;. Note furthermore, that these ambients must

be precisely the set enab(R). Therefore, moving these ambients from n;
into @, corresponds to replace the part of the configuration Q(n;, R,1, tt)
by Q(Q, R, 1,tt). We conclude that after the pointer update dictated by
dissolve to the configuration Yp(p) Ve have:

actq pr(Ve(@) Yo, 51,0 @ Yoa, k1) © Ve(ni))

and by the application of act that replace Q(@, P, 1,f) by Q(@, P’, 1, tt)
we obtain:

actq pr(Ve(@) W Yo, b1, © Yae, 1,0 PE)
= Ye(@ Y@, 5,110 Y Y@, k1,00 Y Ve(ni)
Ve(@) W V0@, 51| R 100) © Ve(ni)
= V@ ¥ Ta(@,d,1,tt) W Ye(ni)

To@@,d,1,t) W Ve (ni)-

Now, according to the Open rule of Table 6.3.10, the target states are
the canonical form of the state in the safe expansion, among which there
is h one such that (hchh_l(%z(@’Q,yl) We(ni)), Poe,or 1)) = D(Q")We(n;)

using the same observation we applied for In. Moreover, since n(P) =
{n;}, also in this case we conclude:

D(P)—, D(F) we(n(P).

The other cases (Red Res), (Red Amb), (Red Par), (Red =) follow by induction
and are not reported here. o
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General and Miscellaneous

cTom(f)
cod()
JTE
By,
fo(¢)
fov(¢)
[]

(]

M

Ent
LVAR
PVAR

partial function

isomorphism

domain of the function f
codomain of the function f
function composition
restriction of the domain of f to F
k-th Bell number

free variables of ¢

free and bounded variable of ¢
semantics function

projection function

disjoint union

multi-set

countable set of entities

set of logical variables

set of program variables

(folded) allocation sequence

set of entities at state i-th of o

set of new entities at i state of o

valuation at state ¢ of o

set of entities initially new

partial valuation of free logical variables
satisfaction relation on unfolded allocation sequences
satisfaction relation on folded allocation sequences
ABA

HABA

concrete semantics of program p

symbolic semantics of program p
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runs(H)
Gen(p)
L(H)
CL(¢)
A

Gn(9)
AV,

Inf ()
SCS
Par

Chapter 3

OIb
Evr
MNAME
CNAME
VNAME
MDEcL
CDEcCL
VDECL
TYPE
VAL
SBOTL
TBOTL
Conf

S

Y

> o @ ==

set of sets of accept states

run

set of H runs

set of allocation sequences generated by p
language accepted by H

closure of ¢

set of atoms for ¢

tableau graph for ¢ and H
atomic proposition valuation of ¢
allocation path

infinite set of 7

strong connected subgraph

set of compound statements
semantics of boolean expressions
undefined value

universe of object identities

universe of events

universe of class names

universe of class names

universe of variable names

universe of method declarations
universe of class declarations

universe of variable declarations
universe of types

universe of values

BOTL static expressions

BOTL temporal expressions

set of configurations of a BOTL model
local state of a BOTL model

valuation of formal parameter/return value
in method invocations

path of configurations

bag

union of bags

translation function for OCL expressions
translation function for OCL constraints



Notations 303
Chapter 4
A reallocation
fold fold relation between allocation triples
or ABA/HABA languages
00 black hole
[q] bounded HABA state ¢
lq] unbounded HABA state ¢
Exp(H) an expansion of H
Ha duplication of H
5] flattening of ©
K(9¢) upper bound on the number of variables
for constructing G ()
Q(f) black number of f
Chapter 5
Nav set of navigation expressions
«a navigation expression
_.a” abbreviation for _.a.a....q
——
n times
I reference function
M upper bound to the precision of cardinality functions
M {1,...,.M}
* unbounded cardinality value
Ce cardinality function on E
1g unitary cardinality function on F
<) bounded sum operation on cardinalities
>eck bounded sum over E
KARY; cut-off of n at M
E* set of unbounded entities in F
¥ configuration
CONF set of all configurations
=< relation induced by p
= reflexive closure of <
indegree(e) number of references pointing to e
first(E) first entity of the chain F
last(E) last entity of the chain F
— morphism
= reallocation
id identity morphism or reallocation
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o composition of morphism
> concretion
C HABA simulation
nil syntactic constant for null value
9 standard interpretation for program variables
PV set of entities modelling program variables
w*(e) remainder of the chain starting at e
vy pv PV-reachable part of
hl contractive morphism h
h|¢ contractive morphism A with shrink factor bounded by C
error error state
SExp(y) safe expansion of
cf(v) canonical form of ~
L, bound on the longest navigation expression in p
K(9¢) bound on stretching
H ﬂM stretching of H up to M
E- ET special set of logical variables for E
é distance function between interpretation of variables
A distance function between navigation expressions
[—o—] valuation reallocator
Chapter 6
N universe of ambient names
N universe of indexed names
Proc universe of processes
J set of indexes
n(P) names of P
n(P) free names of P
bnP bound names of P
noi(P) non-indexed version of P
idz (P) set of indexes in P
— reduction relation
—* reflexive and transitive closure of —
= structural congruence relation
ho(a) host entity of a
is(a) inactive site entity of a
A(e) ambient represented by e
emn shorthand for A(e) =n
Ehe subset of (fixed) host entities in F
E° subset of ambient copies in F

E™ subset of mobile entities in F
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Es( P) set of inactive sites in P

EE?P) set of hosts in P

P(e) set of processes to be executed by e

Q@ outer-most ambient

%(e) longest pure chain of a copies leading to e

W configuration union

p(P) set of subprocesses to be executed
by the ambient containing P

enab(P) enabled ambients in P

e(a) empty (fixed) state for ambient a

Q encoding function for processes

D encoding function for processes

Qpre pre-initial state

Qin initial state

Apre pre-initial reallocation

act activation function

move move function

dissolve dissolve function

I0Up Input/output update of the state

OpenUp Open update of the state

siblings(e)  set of sibling ambients of e
parents(b)  set of parents of b
son(a) set of son entities of a
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well-formed configuration, 169
well-indexed, 221






Samenvatting

Dit proefschrift beschrijft een onderzoek op het gebied van software ve-
rificatie, met name naar automatische technieken voor het vaststellen van de
correctheid van objectgebaseerde programma’s. We kijken daarbij vooral naar
de dynamische aspecten van dergelijke programma’s en beschouwen verificati-
etechnieken gebaseerd op model checking. Het grootste probleem bij het ont-
werpen van algoritmen voor model checking is de explosie van de oneindige toe-
standsruimte als gevolg van de dynamische constructies van objectgebaseerde
programmeertalen. Enerzijds zorgen de onbegrensde allocatie en deallocatie
(geboorte en sterfte) van zowel objecten als threads voor deze oneindige toe-
standsruimte. Anderzijds verwijzen objecten naar elkaar middels referenties
(pointers) waardoor een ‘heap’ ontstaat — waar de objecten gealloceerd wor-
den — waarvan de dynamische topologische structuur op een onvoorspelbare en
complexe manier evolueert.

Ten einde de gesignaleerde problemen op te lossen, definieert dit proefschrift
allereerst een temporele logica, gericht op de specificatie van een grote verschei-
denheid van eigenschappen van objectgebaseerde systemen. Vervolgens worden
twee belangrijke deelverzamelingen van deze logica onder de loep genomen. De
eerste deelverzameling is een basislogica om te kunnen redeneren over allocatie
en deallocatie van objecten. De tweede deelverzameling voegt daar de moge-
lijkheid aan toe om over dynamische referenties te redeneren. Deze temporele
logica’s worden geinterpreteerd op geschikte, op (Biichi) automaten gebaseerde,
modellen die gebruikt worden als eindige abstracties van systemen met een
oneindige toestandsruimte. Dergelijke automaten worden ook gebruikt voor
de definitie van de operationele semantiek van programmeertalen en vormen
de basis van onze algoritmen voor model checking. Voor de basislogica voor
allocatie en deallocatie van objecten presenteren we een correct en volledig al-
goritme. Voor de logica met dynamische referenties laten we een correct (maar
niet volledig) algoritme zien. Dit laatste algoritme kan derhalve incorrecte
tegenvoorbeelden opleveren.

Daarnaast laten we in dit proefschrift enkele voorbeelden zien hoe eindige
automaten automatisch kunnen worden afgeleid uit een programma. Tenslotte
demonstreren we het gebruik van de ontwikkelde theorie en algoritmen aan de
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hand van een voorbeeld waarin veiligheidseigenschappen van ‘Mobile Ambients’
worden geverifieerd.
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